= [T

v

L , i)
©

ST -
‘OTAL STORAGE
CVNAGEMENT SYSTEM

CORPORATE HEADQUARTERS: 275 Paterson Ave., Little Falls, NJ 07424 « (973) 890-7300 ¢ Fax: (973) 890-7147
E-mail: support@fdrinnovation.com ¢ sales@fdrinnovation.com e http://www.innovationdp.fdr.com

EUROPEAN FRANCE GERMANY NETHERLANDS | UNITED KINGDOM | NORDIC COUNTRIES
OFFICES: | 01-49-69-94-02 | 089-489-0210 036-534-1660 0208-905-1266 +31-36-534-1660







FAST DUMP RESTORE

USER DOCUMENTATION

1_go INNOVATION®
o™ DATA PROCESSING

¥ X3ANI

z
—
Py
®)
)
-
0
4
@)
z




THIS PAGE WAS INTENTIONALLY LEFT BLANK



FAST DUMP RESTORE (FDR) USER MANUAL
VERSION V5.2

We at INNOVATION DATA PROCESSING have the pleasure of presenting to you the
INNOVATION DASD MANAGEMENT User Manual.

PURPOSE OF The purpose of this guide is to provide you with the information to use and understand FAST DUMP
THE GUIDE RESTORE (FDR). FDR is comprised of six functional components: FDR (FAST DUMP RESTORE),
DSF (DATA SET FUNCTIONS), SAR (STAND ALONE RESTORE), CPK (COMPAKTOR), ABR
(AUTOMATIC BACKUP & RECOVERY) and FDRREORG. ABR is a cost options to FDR.

FAST DUMP RESTORE (FDR) is a utility program designed to dump and restore DASD volumes.
DATA SET FUNCTIONS (DSF) is a utility program designed to dump and restore data sets.
FDRCOPY is a utility program designed to copy or move data sets or groups from DASD to DASD.
FDRREORG provides an easy and automated method of reorganizing VSAM, IAM and PDS data
sets.

STAND ALONE RESTORE (SAR) is a stand alone utility designed to backup or restore DASD
volumes when an operating system does not exist.

COMPAKTOR (CPK) is a utility program designed to reorganize DASD volumes.

AUTOMATIC BACKUP & RECOVERY (ABR) is a series of disk management programs which
provide a complete DASD space management facility. It is designed to be used in conjunction with
FAST DUMP RESTORE (FDR) and COMPAKTOR (CPK).
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INTRODUCTION AND ORGANIZATION OF GUIDE 01.01

01.01 INTRODUCTION AND ORGANIZATION OF GUIDE

APPLICABILITY  This version of the FAST DUMP RESTORE User Guide applies to Version 5.2 of FDR.

This version of the user manual applies to Version 5.2 Level 60:

FORMAT OF The user guide is divided into sections. Within sections, searchwords may appear near the left
THE GUIDE margins. Each page displays its section number at the top right corner. Page numbering is
sequential within each section.
LIST OF The following is a list of the sections contained within this manual.
SECTIONS  gecTION 01 — INTRODUCTION AND TABLE OF CONTENTS
SECTION 10 — FAST DUMP RESTORE (FDR)
SECTION 20 — DATA SET FUNCTIONS (DSF)
SECTION 21 — FDRCOPY
SECTION 25 — FDRREORG
SECTION 30 — STAND ALONE RESTORE (SAR)
SECTION 40 — COMPAKTOR (CPK)
SECTION 50 — AUTOMATIC BACKUP & RECOVERY (ABR)
51 — ABR ARCHIVE
52 — FDR/CPK/ABR SPECIAL CONSIDERATIONS
53 — ABR REPORTS
55 — ABR MAINTENANCE UTILITIES
56 — ABR PROCESSING UNDER ISPF
SECTION 80 — MESSAGES AND CODES
SECTION 90 — INSTALLATION AND OPTIONS
SECTION 91 — GLOBAL OPTION CHANGE FACILITY
SECTION 92 — FDR INTERACTIVE INSTALLATION PROCEDURE
IMPROVING We have tried to make this manual as complete, precise and error free as possible. However, in
THE GUIDE spite of our best efforts, errors and vague explanations may have crept in. Should you encounter
any of these, we would appreciate your corrective criticism. It is primarily through your feedback that
we can improve this manual.
EXAMPLES All examples and Job Control Language statements shown in this manual are for ILLUSTRATIVE

PURPOSES ONLY! The user is expected to modify them as required by his/her environment.

REVISED JUNE, 1993
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SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 60 01.02
01.02 SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 60

SMS  ABR now supports a new operand, SMSEXPIRE=YES, for DUMP TYPE=ARC. This operand
EXPIRATION supports the attributes of the SMS management class relating to the retention of migrated
DATES (ARCHIVEd) data sets, such as "LEVEL 1 DAYS NON-USAGE". It causes the COPY1 and COPY2
expiration dates recorded in the Archive Control File to be calculated using these management
class attributes. The FDRTSEL and FDRARCH utilities have been enhanced to support this new
option. Details are in Section 52.50 in the subsection Archive Expirations, and, for FDRTSEL, in
Section 10.15, both revised in August 1996.

SMS MANAGE- ABR now allows you to select SMS-managed data sets by their SMS management class name
MENT CLASS during ARCHIVE backups and SUPERSCRATCH. On the DUMP statement,

SELECTION MGMTCLAS=(classl,class?2,...) will cause ABR to process only data sets whose management
class is among those specified. This allows you to segregate the processing of selected
management classes into various ABR jobs. SMSMANAGE=YES must also be specified, so the
final selection of the data sets still depends on management class parameters as described in
Section 52.50.

A version of this support, with slightly different syntax, has been available since V5.2 level 36; the
old syntax (multiple MGMTCLAS= parameters) is still accepted.

BACKUP For ABR backups, ABR will now save the expiration date of the most recent full-volume backup

EXPIRATIONS separately for COPY1 and COPY2; these dates are stored in the ABR model DSCB on each DASD
volume. Previously, if both copies were created, only the COPY1 expiration was saved. This
change is most significant if you then run daily incremental backups of the same DASD volumes
with no expiration or retention specified, causing ABR to set the incrementals to expire on the same
day as the most recent full-volume backup. If you create a COPY1 and COPY2 incremental, ABR
will now set the expiration of each to the expiration of the corresponding full-volume backup
(previously, it set both copies to expire on the same day as the full-volume COPY1).

YEAR2000 V5.2 level 60 contains most required changes to support years beyond 1999. This includes internal
SUPPORT changes (such as calculations and date checking) and external changes (such as reporting and
parameters). The status of YEAR2000 support by component is:
FDR, DSF and SAR — complete as of V5.2 level 50
CPK — complete as of V5.2 level 50
FDRREORG - complete as of V5.2 level 50
FDREPORT — complete as of V5.2 level 60
ABR — complete as of V5.2 level 60 except for GEN=CURRENT full-volume restores and
some FDRABRP reports
The final YEAR2000 changes will be in ABR V5.3.

MAGSTAR ABR will support the IBM Magstar (3590) tape cartridge drive when it becomes available. V5.2 level
SUPPORT 60 is required to support the Magstar in "native" mode (attached to a 3590 control unit). The interim
version of the Magstar, which attaches to a 3591 control unit and looks like a 3490E to the operating
system, is supported by any level of ABR V5.2. FDR, COMPAKTOR and FDRREORG are not
sensitive to the type of tape drive and support both versions of the Magstar in V5.2 level 30 and
above. SAR also supports the Magstar as a 3490 on V5.2 level 30 and above but level 60 is
required to be able to enter "3590" as a tape device type.

VOLUME SIZE IBM APAR OW22040 ( and related APARS) introduce changes in the VTOC to properly indicate the
SUPPORT true size of the volume in all circumsances; this fixes various problems with RAMAC volumes and
similar devices which have no alternate tracks. These APARS apply to DFSMS 1.1, 1.2, and 1.3
and were available in September 1996. FDR and ABR full-volume restore and COMPAKTOR have
been updated to fully support the changes introduced by these APARs.

ADDED AUGUST, 1996 2141 -
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SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 50 01.02

SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 50

All components of FDR have been enhanced to support 4-digit device addresses.

Installations running DFSMS 1.3 with ESA 5.2, or 0S/390, have the option of placing disk and tape
UCBs above the 16MB line. These UCBs are now supported by all components of FDR.

All components of FDR now support Extended Format (EF) data sets. EF data sets are SMS-
managed data sets, including:
— Striped sequential data sets (available with DFSMS 1.1)
— Single Striped sequential data sets (available with DFSMS 1.2)
— Compressed sequential data sets (available with DFSMS 1.2)
— Compressed KSDS clusters (available with DFSMS 1.2)
— Extended Addressing KSDS clusters using relative Cl addressing
(supports clusters over 4GB, available with DFSMS 1.3)
All of the above are supported by OS/390.

EF data sets have certain hardware requirements; during an FDR data set restore, FDR will allocate
and restore each stripe or volume of an EF data set separately, and will insure that the hardware
requirements are met.

There are no special procedures for copying or restoring EF data sets, other than insuring that your
ACS routines will assign SMS storage groups that are capable of handling the EF data sets and
have sufficient available volumes. FDR will always restore or copy the EF data set to the same
number of volumes it originally occupied, as it does with all other multi-volume data sets.

This is an example of an FDRCOPY job to copy an EF data set to a new name. Since CATDSN=
is used to select the input data set and its volumes, this will work no matter which type of EF data
set is involved or how many volumes it resides on.

//COPYEF EXEC PGM=FDRCOPY ,REGION=2M
//SYSPRINT DD SYSOUT=*
//SYSIN DD *

COPY TYPE=DSF

SELECT CATDSN=PROD.STRIPE_DAT ,NEWI=PROD2

Extended Attribute (EA) data sets are supported. EA data sets are SMS-managed data sets with
additional attribute information stored in the VVDS, such as NFS (Network File System) data and
accounting information. In previous releases, a restore/copy/move of an EA data set would simply
discard the EA data, but it is now preserved.

The FDR catalog processor, used for CATDSN= processing as well as FDREPORT and FDRARCH
catalog access, has been enhanced to fully support Multi-Level Alias (MLA) catalogs.

CPK now supports Extended Addressing KSDS clusters (capable of >4GB).

It can now relocate data sets with over 60 extents.

SMF data sets (SYS1.MANX) are automatically made ineligible for space release.

When FDRDSF or FDRABR backs up multi-volume SMS data sets, the original SMS class names

will be preserved on the backup for ALL volumes, not just the first. So, when restoring those data

sets, the original class names will now be passed to the ACS routines for all pieces of the data set.

This will improve the automation of the restore of such data sets, especially for auto-recall. This

may be especially useful for installations using TMM (Tape Mount Management) technology.
CONTINUED. . . .
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SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 50 01.02
01.02 CONTINUED. ..

SMS When FDRDSF or FDRABR allocates output data sets during RESTORE, if an allocation failure
MESSAGES generates messages from SMS, they will be displayed just before the FDR message (such as
DURING FDR156 or FDR157) for the failure. This will include messages generated by WRITE statements
RESTORE inthe ACS routines. The SMS messages will be prefixed with the new FDR message number
FDR162. This will often make the diagnosis easier for allocation failures due to SMS errors or
errors in the ACS routines. However, when trying to interpret an allocation error, be sure to look at
the FDR error messages as well as the SMS messages.

DATA SET During a data set restore, data sets that are allocated by FDR will be ENQed if DSNENQ=USE or
ENQ DURING DSNENQ=HAVE is specified or defaulted. If the ENQ cannot be obtained, the data set will still be
RESTORE restored and no error message will be generated. This ENQ is only to prevent other tasks including
other FDR or COMPAKTOR jobs) from using the data set until it is completely restored.
DSNENQ=USE processing will be used for data sets allocated by FDR even if DSNENQ=HAVE is
specified; it will never issue an FDRW27 message. ENQ on preallocated output data sets will
continue to work as it has in previous releases.

FDRARCH FDRARCH (the ABR archive utility) has been enhanced to include:
ENHANCE- - performance improvements
MENTS - four digit year support
— new ADATE specification that supports the time a data set was backed up as well as the date
(application backup only)

— enhanced SORT-based REORGanize command
—new SORT-based SORECATLOG command
— new RECATALOG option to improve auto-recall performance
— full data set name masking

For complete details on the FDRARCH enhancements, see the member FDRARCH in the FDR ICL,
or execute:

//ARCHHELP EXEC PGM=FDRARCH
//SYSPRINT DD SYSOUT=*
HELP ALL

FDREPORT FDREPORT (the generalized report writer) has been enhanced to include:
ENHANCE- - read and report on extract files created by all prior versions
MENTS — four digit year support (for display or selection)
— four digit unit addresses
— ability to select on unit address ranges (e.g., UNIT>140 UNIT<145)
— selection of PDSs based on member name
— sort on ABR backup information
— full disk/tape selection
—new DATATYPE=TVTOC to report on the content of backup files.

For complete details on the FDREPORT enhancements, see the member FDREPORX in the FDR
ICL, or execute:

//REPTHELP EXEC PGM=FDREPORT
//SYSPRINT DD SYSOUT=*
XHELP ALL

CONTINUED . . .
ADDED AUGUST, 1996 -14.3-



SUMMARY OF MODIFICATIONS FOR V5.2 LEVEL 50 01.02
01.02 CONTINUED. ..

FDRREORG FDRREORG automates and improves the performance of reorganizing IAM VSAM files (in addition
ENHANCE- to compressing PDS's).

MENTS  EpRREORG offers a number of new features to further improve the performance of reorganizing

large IAM (enhanced format) and VSAM files.
PARALLEL SEQUENTIAL READ for Multi-Volume files reduces reorg time by 30 to 70%.

Many users have IAM and VSAM files that exceed 1 GB in size. Some IAM files exceed 10GB.
Reorganizing large files can take a very long time reducing their availability to online systems.

FDRREORG Parallel option backs up each volume of a multi-volume file concurrently to separate
tape or disk files (up to a specified maximum). For example if a file resides on 4 DASD volumes
the backup time can be reduced by 75%.

FDRREORG (as a default) bypasses the de-compression of IAM enhanced format files reducing
reorg time by 20 to 40%.

FDRREORG now supports the delete and re-define of IAM files during reorganization.
For other enhancements, see member FDRREORG in the FDR ICL.

FDRTSEL FDRTSEL (the ABR Archive copy driver) has been enhanced. The primary enhancement is a
ENHANCE- function called ARCEDIT, which can be used to copy portions of a backup file instead of the entire
MENTS backup. Thisis primarily used to consolidate Archive tapes, by copying only those ARCHIVEd data
sets within the backup file that are still recorded in the ARCHIVE Control File, dropping the obsolete
ARCHIVEd data sets that have been purged from the ARCHIVE control file.

For details, see member FDRTSEL in the FDR ICL.

SAR SAR no longer requires the use of the INTERRUPT or PSW RESTART functions to recover from
errors (such as disk I/O errors). These errors now present a message to which the operator can
respond CONTINUE (to ignore) or TERM (to terminate). PSW RESTART can still be used to take
a memory dump of SAR at any time if a hardcopy device is assigned.

SAR will now preserve the size of the output disk as indicated in the Format 4 DSCB in the VTOC
of the output disk before restore. This supports non-standard sized disks, and devices such as VM
minidisks and RAMAC disks which have no alternate tracks.

Previously, while trying to identify a console device, SAR might reset/reload 37x5 communication
controllers, affecting active networks. It will no longer do so.

SAR can now use the SCLP console function as a console, when no locally-attached 3270-type
MCS console is available. The SCLP console function includes the OPRMSG frame on the
hardware console of most ES/9000 CPUs and the "Operating System Message" function on the
HMC (Hardware Management Console) on IBM 9672 Parallel Systems. Please contact Innovation
for assistance if you plan to use the SCLP console function.

ADDED AUGUST, 1996 144 -
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SUMMARY OF MODIFICATIONS FOR VERSION 5.2 LEVEL 30

Changes added to all products

The IBM 3390 Model 9 DASD, announced in June 1993, is supported. The 3390-9 has a 3390
geometry (56664 bytes/track and 15 tracks/cylinder) but has 10,017 cylinders, triple that of a 3390
Model 3. Because this is the first IBM disk ever to have over 64K tracks, DFP changes are also
required to support it; it is supported only by DFSMS/MVS 1.1.0, MVS/DFP 3.3.2 and MVS/DFP
3.2.1. FDR V5.2 level 30 or above is required to support this disk.

IBM also announced a new 3990 Model 6 Storage Control Unit. No changes in FDR are required
to support it.

Changes added to COMPAKTOR

COMPAKTOR has a new Fast COMPAKTion option, which will COMPAKT a volume in-place
without requiring an FDR backup to be taken. Fast COMPAKTion works by moving data around on
the volume directly, track-to-track, until all data is in its desired location. It is invoked by the
TYPE=FASTCPK operand on the COMPAKT statement.

FASTCPK achieves the same level of free space consolidation and reduction of multi-extent
datasets as a traditional COMPAKTion requiring an FDR backup, without compromising the
integrity of your data. FASTCPK includes an automatic recovery function which allows
COMPAKTOR to be restarted if the operating system or the job fails during the COMPAKTion.

FASTCPK performs the reorganization in 50 to 90% less elapsed and CPU time compared to a
COMPAKT-from-backup. It can COMPAKT many volumes in a single step with simple control
statements such as

CPK TYPE=FASTCPK,VOL=(TSO*%,WORK>*)

Fast COMPAKTIon is designed to be run against active volumes. It will ENQ all datasets to
determine which datasets are active; they will not be moved.

FASTCPK will run in a fraction of the time of competing products, and will produce better
results (fewer free space areas).

The most common cause of interruptions in COMPAKTOR jobs is cancellation by the operator.
Since this usually leaves the volume in an unusable state, COMPAKTOR V5.2 level 30 includes
CANCEL protection. If a CANCEL is issued during the time when COMPAKTOR is actually
modifying the volume, an operator message is issued, giving the operator the choice of ignoring the
CANCEL, ending gracefully at the end of the current volume, or honoring the CANCEL.

A new combined summary will be printed at the end of a CPK step, displaying a 2-line BEFORE
and AFTER summary for each volume processed in the step, sorted by volser. It also shows if the
volume completed normally, and displays the elapsed time required to process the volume (for a
simulation of FASTCPK, it shows estimated elapsed time).

COMPAKTOR will now calculate the IBM Volume Fragmentation Index for each volume mapped or
COMPAKTed, according to an IBM formula. It is displayed in the summary report and the new
combined summary. Before and After values are printed for SIMulations and COMPAKTions. You
can conditionally COMPAKT a volume based on its fragmentation index.

Special Entries in the COMPAKTOR Unmovable Table may be used to exclude certain volumes or
groups of volumes from COMPAKTion or Space Release.

A new section in the manual, Section 40.26, contains Innovation's recommendations for the usage
of COMPAKTOR. It includes recommended control cards for weekend and weekday execution.

A new option (R) appears on the main menu of the ABR ISPF dialogs, which can be used to invoke
COMPAKTOR Space Release (TYPE=RLSE) in either simulation or real mode, in foreground
(interactive) or background (batch job) mode.

CONTINUED . ..
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CONTINUED . ..
Changes added to COMPAKTOR - Continued . ..

For Fast COMPAKTIon (TYPE=FASTCPK) and space release (TYPE=RLSE) COMPAKTOR will
now update the free space maps in the VTOC INDEX (if it is active on the volume) directly, without
disabling and rebuilding the VTOCIX. Not only is this more efficient, it avoids problems that
occasionally occurred in shared DASD configurations.

For Fast COMPAKTion (TYPE=FASTCPK) and space release (TYPE=RLSE) COMPAKTOR will
now accept the names of SMS Storage Groups. All volumes included in the definitions of those
groups will be processed.

For Fast COMPAKTion (TYPE=FASTCPK), the performance of the ENQs issued for the DSNENQ=
option has been improved. Since DSNENQ=USE is the default for TYPE=FASTCPK, causing
COMPAKTOR to ENQ on hundreds or thousands of data sets, this will significantly reduce elapsed
time, especially under cross-CPU ENQ products like MIM and GRS.

Changes added to FDRREORG

FDRREORG supports clusters with alternate indexes (AIXs).

It can automatically recover from most VSAM out-of-space failures.

The RECOVER command has been enhanced to support the redefine of VSAM KSDSs.
FDRREORG now provides a facility to increase the space allocation of selected VSAM clusters by
a user-specified percentage.

CONTINUED . ..
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CONTINUED . ..

Changes added to ABR

The DYNTAPE2 option for restores is now supported whenever DYNTAPE was supported.
DYNTAPE?2 will allocate TWO tape drives for restore from backup or ARCHIVE; whenever a given
backup file is multi-volume, it will call for 2 tapes to be mounted, and will pre-mount subsequent
tapes while continuing to read the current tape, eliminating rewind/mount delays.

ABR can now ARCHIVE from a given disk volume at least 255 times on the same day, up from 36
times in previous releases. A new naming convention will be used for the ARCHIVE backup file if
you exceed 36 ARCHIVES on a volume on a given day (See Section 52.05 for the format).

To improve recall performance, ABR will now break large ARCHIVE backup files into several
smaller files. When processing a given disk volume, if more than a threshold of tracks have been
selected from a given disk volume (4096 tracks, by default), ABR will create one or more additional
backup files to hold the excess data. Since the backup files are smaller, recall performance will be
improved. Individual datasets will not be split across backup files. The new MAXBTRKS= operand
can be used to change the threshold.

The limitation that a given ARCHIVE backup file could not exceed 5 tape volumes has been lifted;
they may now have up to 20 volumes. Since the ARCHIVE Control File still has room to record only
5 volumes, any backup file exceeding 5 volumes will be cataloged to record the additional volumes.
Because of the MAXBTRKS enhancement just described, backups exceeding 5 volumes should
occur only when processing very large datasets.

Application Backup (high-speed backup of a set of application-oriented datasets) has been
significantly enhanced and simplified in V5.2 level 30. In previous releases, Application Backup was
a special case of ARCHIVE, specifying DUMP TYPE=ARC,SCRATCH=NO and optionally some
other operands. Special procedures were required to format a Control File.

Now, Application Backup is specified by DUMP TYPE=APPL and requires very few additional
operands. It is now a one step procedure; formatting of a Control File (still required to record the
backups) can be automatically done in the Application Backup step.

The name of the Control File and the names of the optional backup of that control file on the
Application Backup tapes are totally under user control, which simplifies setting up Application
Backup.

Application Backup is now documented in Sections 51.20-51.28 in the back of the ARCHIVE
Section. It is designed to be more easily understood by an application programmer who may not be
as familiar with ABR.

Existing Application Backup jobstreams, as documented in Section 52.08 in earlier FDR manuals,
will continue to run without change.

The ABR SRS dialogs (ISPF dialogs for selecting and displaying datasets from catalogs, volumes,
and ARCHIVE Control Files, introduced in V5.2) have been enhanced:

e Use of FDR/ABR commands can be restricted by TSO userid

® a new RELEASE command will release space in PS/PO datasets

® DELETE is supported for uncataloged datasets.

® New customizable FDR Function commands

The STORGRP= operand on XSELECT statements now accepts an asterisk to select groups of
SMS storage groups, e.g., STORGRP=PROD>* or STORGRP=%

All fields on XSELECT/XEXCLUDE statements may be specified with an unlimited number of
multiple values, e.g., LRECL=(80,120,350). Previously this was true for only certain fields and there
were limitations on the number of values specified. This will simplify some statements, such as
CATALOG=(NO,ERR,UNK) to select all uncataloged or improperly cataloged datasets.

New fields are available in the volume report, providing various byte values (bytes allocated, bytes/
cylinder, etc.).

-17 -
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CONTINUED . ..

SPECIAL CONSIDERATIONS FOR USERS OF PRIOR VERSIONS
If you were given custom zaps to prior versions, please do not attempt to reapply them. Contact
Innovation for assistance if you still need the function provided by the zap.

File 3 of the installation tape contains a machine-readable version of the FDR V5.2 manual. See
Section 90.06 for details on loading, printing and browsing this manual. Some features of limited
interest are documented only in the machine-readable version.

Reminder that tapes created by the FDR system cannot be copied with normal copy
programs (such as IEBGENER). Use FDRTCOPY (Section 10.10) to copy FDR tapes.

FDR V5.2 treats ISAM files as unmovable. If you have a need to restore ISAM files to a new device
type or to restore them to a new location on the original device type, see member ISAM in the
Installation Control Library (ICL) for instructions.

Most of the considerations for restoring or copying/moving ICF VSAM and non-VSAM data sets to
unlike device types (such as 3380 to 3390) are documented in this manual. However, you should
review member UNLIKE in the Installation Control Library (ICL) for special considerations.

Member NEWS in the Installation Control Library (ICL) contains recent news and notes for
all products in the FDR family. All users, new and old, should review this member.

SPECIAL CONSIDERATIONS FOR ALL FDR USERS

Because of changes that IBM has made in the VVDS to support the 3390-9, a field in the VVDS
called VWVRXNTRK has changed its usage. Since FDR is sensitive to that field, changes in FDR are
also required. If you install DFSMS/MVS 1.1.0 or MVS/DFP 3.3.2 or 3.2.1, which contain this
change, even if you are not installing 3390-9 disks, you must also install FDR V5.2 level 09 or higher
(preferably level 30 or higher). If you are sharing data between such a system and a system with
an older level of DFP, V5.2 level 09 or higher must be installed on all sharing systems. If ICF VSAM
clusters are backed up from such systems and are being restored on a system which has an older
level of DFP (such as a disaster site), the new level of FDR is still required to properly restore the
clusters.

The Distribution tape now contains IEBCOPY unloaded PDS’s for all libraries, instead of the linkage
editor and IEBUPDTE input that was previously used. The linkage editor is no longer used during
the install since all modules are shipped with the proper attributes. There are fewer files on the tape.
Any JCL that you used to install previous releases must be revised. If you have the ABR ISPF
dialogs installed from a previous release, option A.l.1 cannot be used to install this tape. See
Sections 91 and 92 for updated installation instructions.

New functions are available which allow ABR to recall datasets for products which issue direct HSM
requests for the recall of datasets which are cataloged to a volser of MIGRAT. These products
include DB2 and NFSS, as well as many non-IBM software products. ABR now provides a front-
end for the HSM SVC which will detect datasets ARCHIVEd by ABR and invoke ABR to perform
the recall. If HSM is also active on the system, ABR will coexist with HSM, passing datasets
cataloged to volser MIGRAT to HSM if they were not archived by ABR. All extraneous HSM
messages will be suppressed for ABR datasets.

The HSM compatibility functions are automatically activated when you dynamically install the ABR
LOCATE exit. With this support, the ABR option MIGRAT=YES (to catalog ARCHIVEd datasets to
volser MIGRAT) can be used for all datasets. DB2 files will no longer be excluded from MIGRAT.
Section 52.24A has more details.
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SUPPORTED HARDWARE AND SOFTWARE

FAST DUMP RESTORE supports the following IBM Operating Systems:
...0S/VS1

...MVS-SP

...MVS/XA

...MVS/ESA

...MVS/ESA with DFSMS/MVS

...VM (OS formatted disk packs only under an OS/VS system)

FDR, CPK and ABR may be executed on any of the above systems WITHOUT modifications.

The following direct-access devices are supported by FDR:
...2305 MODEL 1 and 2305 MODEL 2

...2314/2319

...3330 MODEL 1 and 3330 MODEL 11

...3340 MODEL 35 and 3340 MODEL 70

...3344

...3350 in either NATIVE or 3330 MODE

...3850 MASS STORAGE SUBSYSTEM

...3375

...3380

...3380 and 3380-AE4 (DOUBLE DENSITY)

...3380-K (TRIPLE DENSITY)

...3390 MODELS 1 and 2 in NATIVE or 3380 COMPATIBILITY MODE
...3390 MODEL 3 in NATIVE or 3380 COMPATIBILITY MODE
...9340 MODEL 1 AND MODEL 2

...3995 MODEL 151 OPTICAL DISK

...3995 MODEL 153 OPTICAL DISK

...3390 MODEL 9

The following tape devices are supported by FDR:

...2400/3420 AT 200-556-800BPI in 7 track mode

...2400/3410/3420 AT 800-1600BPI in 9 track mode
...3410/3422/3420/3430 at 6250 BPI in 9 track mode

...3480/3490 Both in full function or compatibility mode with or without IDRC.
...3490E cartridge support, including support for the double-length cartridge
...3495 Automated Tape Library

The listed model numbers are IBM model numbers. Any plug-compatible device which conforms to
IBM hardware and software conventions is also supported.

Most FDR functions can be performed within a region or partition size of 1000K. If, however, the
user requests concurrent dump functions, the memory requirement will increase. Check the
memory requirement for each program.

FDR and CPK will process both labeled and non-labeled tapes. ABR requires the use of

STANDARD LABEL TAPES for Dump and Archive processing. It is impossible for ABR to keep
track of data sets residing on NON-LABELED TAPES!
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FAST DUMP RESTORE control statements consist of 80-character logical records. The general
format of these records is:

Where:

COLUMNS 1to 71 — Contain the command, operands, and comments fields, except when
continued to subsequent logical records.

COLUMN 72 — Must be blank if the command or operands extend to column 71.

COLUMNS 73 TO 80 — Not used by FDR. We suggest you use them as an identification or
sequence field.

COLUMN COLUMN COLUMN
1 72 80

I I I
I I I
| COMMAND  OPERANDS COMMENTS | |
I I I
I

The command field identifies the control statement and consists of a 1 or more character command
word. It may appear anywhere within columns 1 to 71 and may be preceded only by zero (0) or more
blanks. The command word must appear in its entirety within columns 1 to 71; it may not be
continued.

The operand field, if present, follows the command field and is separated from it by at least one
blank. The operand field consists of one or more keyword and/or positional parameters, separated
by commas. It may not contain embedded blanks except within quoted strings. Operand fields may
be continued onto subsequent logical records. If operands are to be used with a command, at least
one operand must be on the logical record containing the command.

The comments field, if present, follows the operand field(s) and is separated by one or more blanks.
It may contain any information deemed helpful by the person who codes the control statement.
Comments fields may not be continued, i.e., they must end at or before column 71. comments are
not permitted on a control statement that allows operands but on which no operands have been
specified.

An operand field consists of one or more parameters. These parameters are either positional or
keyword parameters, and they are separated by commas. We now define positional and keyword
parameters.

Positional parameters must be coded in a specific order relative to one another. This means that
the variable data you substitute for positional parameter 1 must precede the variable data for
positional parameter 2, and so on. The absence of variable data to be substituted for a positional
parameter is indicated by coding a comma in its place. However, you may omit the commas when
the absent parameter is the last one, or if all following positional parameters are absent.

Keyword parameters are positional independent, and consist of either a keyword alone or a
keyword followed by an equal sign (=) followed by user-specified variable information. When both
positional and keyword parameters are to be coded in an operand, the keyword parameters must
follow all positional parameters.

Both positional and keyword parameters may consist of a list of subparameters. Such a list is
composed of positional parameters that follow the usual rules for that type. A subparameter list
must be enclosed within parentheses, unless the list reduces to a single subparameter, in which
case the parentheses may be omitted.

CONTINUED . ..
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When the variable data you specify for a parameter contains certain special characters, defined
below, you must enclosed the data with apostrophes. This is called a 'quoted string’. Within a
guoted string, all characters, including blanks, may appear; if an apostrophe is to be part of the
string, it must be coded as two apostrophes.

SPECIAL CHARACTERS: Parentheses, commas, equal signs, apostrophes, and blanks.
When the total length of an operand field exceeds the available columns in a logical record, it must
be continued onto one or more following logical records.

To continue an operand, interrupt the operand field after a complete parameter or subparameter,
including the following comma. Do this at or before column 71. leave the next column blank.

Continue the operand field starting anywhere between columns 1-71 of the following logical record.

Any number of logical record continuations may be present.

COLUMN COLUMN
1 72
| DUMP TYPE=ARC, EXAMPLE OF A |
| RESERVE,PRINT=ALL, CONTINUED OPERAND |
| RETPD=120, FIELD, WITH |
| ADAYS=30 COMMENTS |
| |

If you really have a lot to say, you may code comment statements, which are nothing but control
statements with remarks contained within columns 2 to 71. Comment statements are identified by
an asterisk (*) in column 1. They may appear anywhere within a group of control statements, even
between continued logical records.

The following notation is used in this manual to define control statement formats:

...Uppercase letters and words must be coded exactly as shown in a format description.

...Lowercase letters and words represent variables for which you must substitute specific
information.

...Braces are never coded. They are used to indicate you must code one of the items within the
braces.

For example: YES|NO

...Brackets are never coded. They indicate that the enclosed item is optional, and you can code one
or none of the items.

For Example: PRINT=ALL OR ADAYS=DDD
ADATE=YYDDD

...An ellipsis ... (3 consecutive periods) is never coded. It indicates that the preceding item can be
coded more than once.

For example: DSN=(dsname,dsname...)
...An underscore __is never coded. It indicates that the underscored item is the default value.
For example: DUMP=NOI|YES
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FDR OVERVIEW

10.01

The program FDR is the component of the FDR DASD MANAGEMENT SYSTEM that processes
full volumes. FDR can be executed directly or as part of COMPAKTOR (CPK) or AUTOMATIC

FDR performs full volume backups, restores or copies of DASD volume. An FDR backup creates a
sequential file containing an image of an entire disk volume. The user has the option to restore the
entire volume (using FDR, FDRABR or FDRCPK) or individual data sets or clusters (using FDRDSF
or FDRABR) from an FDR created backup. In addition, if the operating system is not available, the

FULL
VOLUME
RESTORE

CHANGE
SERIAL
NUMBER

RETAIN
VOLUME
SERIAL

10.01 FDR OVERVIEW
FDR
OVERVIEW
BACKUP & RECOVERY (ABR).
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FDR dumps from a DASD volume all tracks identified as allocated space by Format 1 or 3 DSCBs
in the VTOC. The entire space allocated to the data sets will be dumped unless DATA=USED is
specified. The VTOC, index and the label track (CYL 0, TRK 0) are also dumped. If errors are
detected when processing the VTOC, a diagnostic message is provided. The entire pack, including
the free space areas, will be dumped if an error in the VTOC is discovered. This procedure protects
against the loss of data when there is possible invalid information in the VTOC. Data on assigned
alternate tracks is logically incorporated into the DUMP.

FDR formats the VVR records from the ‘SYS1.VVDS'’ data set onto the backup tape. This feature
enables FDRDSF or FDRABR to restore ICF VSAM clusters by name.
See Section 52.11 for further details.

FDR restores a logical image of a disk from an FDR formatted backup file. The DASD volume
receiving the restore must be the same device type as the volume that was dumped. FDR uses the
alternate assignments of the receiving disk pack when replacing data during the RESTORE.
Therefore, a user can dump a volume which had no alternate tracks assigned and restore to
another DASD volume which might contain alternates.

FDR gives the user the capability of copying one disk volume to another disk volume of the same
type. An FDR backup can also be created during the copy operation.

During DUMP, FDR copies the label of the disk volume to tape. All the information contained on the
first track of the disk volume is always dumped. This includes the label record and IPL text if
present.

During RESTORE, when the disk label is restored, the volume serial number (VOLID) of the disk
pack to which the restore is made may optionally be retained. This option is controlled through the
PARM field on the JCL EXEC statement or through the RESTORE command.

FDR always restores CYL 0 head 0 of a disk volume, which contains the IPL text. If a dump of a
volume that did not contain IPL text is restored to a volume that did contain IPL text, the IPL text is
lost. Care should be taken not to change the serial number of packs needed during IPL, since the
system will not be able to find cataloged entries on this volume during NIP time.

If a volume containing VSAM files is restored to a new volume serial, the VSAM files will not
be usable. ICF VSAM files can be restored to a new volume by DSF
(See Section 20) or ABR (Sections 50 and 51).

During DUMP/RESTORE FDR continually analyzes the processing and reports any discrepancy
detected.

FDR detects and reports on both physical and logical I/0 errors. Other conditions reported by FDR
include non-standard record zeros, invalid record zeros, incorrect count fields, unreadable DSCBs
in a VTOC, and misassigned alternate tracks.

The detection of a discrepancy on disk always results in a diagnostic message. Early termination
of a DUMP/RESTORE depends upon the severity of the error. The action taken is reported in the
diagnostic message. FDR is designed to recover from most disk errors with the loss of only the bad
track or cylinder.

FDR indicates the successful completion of a DUMP/RESTORE with an FDR999 message.

CONTINUED. . . .
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3380 disk devices are available in single density, double density (3380-E) and triple density
(3380-K) models. 3390 disks are available in single (3390-1) and double density (3390-2) models.

FDR provides a means to copy or restore backups of lower density devices to higher density
devices.

COMPAKTOR can restore backups of higher density devices to lower density devices
(See Section 40).

However, these full-volume restores and copies can be done only between models of the same
device type (3380 or 3390).

FDR will restore to the first portion of a higher density unit from an FDR backup of a lower density
unit. FDR then sets on the DOS bit in the VTOC. At the end of the restore, FDR will automatically
allocate a temporary data set on the volume to force DADSM to recognize the remainder of the
volume as free space.

NOTE: The temporary data set that FDR allocates has a name that starts with FDRABR.V. If your
installation has a data security system, then the user running the restore job must be authorized to
ALLOCATE this dsname.

If an indexed VTOC exists on these packs, the user must execute the ICKDSF program to rebuild
the indexed VTOC of the volume after the restore.

Data sets can be placed on the remainder of the double density device from either FDR or DSF
backup tapes using FDRDSF. CPK can also be used to restore a lower density device to a higher
density device. CPK will automatically re-configure the free space and rebuild the indexed VTOC if
it exists on the volume Also, CPK provides the option to reposition the VTOC.

If the higher density device will not have the same serial number as the single density volume, and
you want the data sets to be recataloged, then use FDRDSF or FDRABR to do the restore.

See Section 52.14 for more information on moving data between different DASD devices.

Any DOS format disk pack that can be mounted through the OS/VS system can be dumped/
restored with FDR or FDRDSF, even if the VTOC starts on cylinder zero, track zero.

If, as a result of a RESTORE or COPY, the location of the VTOC or the volume serial number of the
output pack is changed, FDR will re-establish the proper VTOC location and the volume serial
number in the UCB automatically following the restore. FDR will also invoke the INDEXED VTOC
SVC to update the VIB.

WARNING: If afull pack restoreis done on ashared DASD system, the user must first VARY
the pack offline to all other systems. After the restore is completed, the MOUNT
command can be issued.

FDR, if executed on a disk device which is connected to a caching control unit such as the 3990
model 3, will automatically avoid loading any new tracks into the cache for the volumes being
dumped, restored, or copied. Tracks currently in the caching buffer belonging to other volumes will
not be disturbed. Tracks in the cache that belong to the volumes being processed will be read from
cache on a dump or for the input volume on a copy, and will be written to both cache and DASD on
a restore and for the output volume on a copy.

FDR, DSF, CPK, and ABR have full support for dumping, restoring and archiving linear data sets,
a new type of VSAM data set introduced in MVS/XA DFP 2.3.0.

CONTINUED. . . .
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FDR, DSF, CPK and ABR have full support for dumping, restoring, and archiving DB2 database
files without special considerations. DB2 files are VSAM linear data sets or VSAM ESDS
(nonindexed) clusters with a special internal format. These cannot be read by standard VSAM read
functions, so some backup/restore software has required special programming to handle DB2.
Since FDR handles all files on a physical track image level, the internal format of DB2 files is
preserved, and they can be dumped, restored, allocated, and cataloged by FDR without any special
considerations. The DB2 control files and internal pointers contain no physical location
dependencies, so DB2 can be moved to different locations or different volumes by DSF or ABR
without problems.

OAM, the Object Access Method, is a new access method and storage technique introduced in
DFP/MVS 3.2, for the storage of collections of data called “objects” (such as scanned images).
OAM files may exist on DASD or on optical storage disks. OAM files on DASD are DB2 files, which
are supported by FDR, DSF, CPK, and ABR. OAM files on optical disks do not look like traditional
DASD, and are accessible only through OAM facilities. Since optical files are WORM (Write-Once,
Read-Many) they are never updated; OAM provides for creating a one-time backup of optical files
on other optical disks.

The DASD Fast Write option, available on the 3990 model 3, provides no performance benefits
when writing a large number of tracks in rapid succession, so it is not used by FDR, DSF,
CPK, or ABR.

There are no special considerations for the use of the Improved Data Recording Capability (IDRC)
feature of the 3480/3490 cartridge drives. Backup tapes will be compacted by IDRC if requested by
the proper JCL or system default options. FDR's compression option (COMPRESS=), since it
reduces the amount of data going to the control unit, can still reduce dump elapsed time, at the cost
of increased CPU time. When dumping to multiple drives on a string of 3480/3490s, the least
elapsed time is obtained by using both IDRC and COMPRESS=.

WARNING: IDRC compacted tapes cannot be read on a 3480 drive without the IDRC feature.

FDR, DSF and ABR supports backup and restore volumes that are under the control of System
Managed Storage (SMS). See Section 52.50 for the special considerations in using FDR, DSF and
ABR with SMS volumes.

Dual copy is supported on the 3990 model 3 controller and permits duplexing the writes going to
specified volumes onto specified other volumes. FDR requires no changes to work with the dual
copy feature. While the dual copy feature is useful for recovery due to data checks and head crash,
backups are still required for recovery when data sets are incorrectly deleted, overlaid or corrupted
by bad data.

The PRINT TVTOC function, formerly available only to ABR customers, is now included with all
FDR and FDR/CPK systems as well. This function, provided by the report utility program
FDRABRP, can list information about all of the data sets on a FDR, DSF, or ABR backup data set
(tape or disk); this can be useful when locating backups or pre-allocating data sets. This listing can
be in IEHLIST LISTVTOC format or ABR VTOC format; for ICF VSAM clusters, a simulated
IDCAMS LISTCAT report can also be produced. All data required to produce the report is in control
records at the very beginning of the backup, so it takes only a few seconds. Details can be found
in Sections 53.03 (FDRABRP JCL), 53.10 (PRINT TVTOC command), and 53.13

(Example). Other functions of FDRABRP are disabled for non-ABR customers.

CONTINUED . . .
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VM FDR can dump and restore volumes belonging to VM system, both from OS systems running as
VOLUMES  guests under VM, and from independent OS systems which can access the disk drives in use by
VM.

If the volume contains only VM formatted data (such as VM residence, spool, or paging volumes)
or only CMS mini-disks, and was formatted by normal VM facilities, the volume will contain a dummy
OS VTOC on CYL 0 TRK 0 so that it can be mounted on OS systems. FDR will recognize that
dummy VTOC and automatically dump or restore all of the tracks on the device. Since there are no
data sets in that VTOC, DSF can only do ABSOLUTE TRACK ADDRESS operations on such
volumes.

Individual CMS formatted mini-disks may be restored from an FDR or DSF full-volume backup, but
only to their original disk locations; DSF cannot be used to move CMS mini-disks.

FDR V5.1, where BUFNO=MAX is the default, no longer requires that the alternate cylinders
be included in the full-pack mini-disk definition. An exception is COPY TYPE=FDR (full-
volume copy), which may get errors if the alternate cylinders are not included. An example
for 3380-K is:

MDISK cuu 3380 O 2656. ..
If the first mini-disk on the volume is in OS or DOS format and begins on real cylinder 0, then FDR
will see the real VTOC on that mini-disk and dump only the allocated tracks on that mini-disk. There
is no way to force FDR to dump the other mini-disks, but FDRDSF can be used to dump or restore
all tracks on the physical volume using:

DUMP TYPE=DSF
SELECT FROM(CYL=0) ,TO(CYL=cccc)
where “cccc” is the highest cylinder number on the volume (e.g. 2654 on a 3380-K).

If running as an OS guest under VM, then the real volume must be attached or dedicated to the OS
guest, or it must be defined in the VM directory as a “full-pack” mini-disk (defined as starting on
cylinder O with a size equal to the number of real cylinders on the disk).

If a volume is defined as a number of OS formatted mini-disks (such as a 3380-K defined as 3 3380
single density disks of 885 cylinders each), then each mini-disk may be separately defined to an
OS guest. There are no special FDR considerations for processing these as separate disks.

Stand Alone Restore (SAR) has the ability to do backups and restores on any VM virtual machine
without an operating system. It can process individual mini-disks (OS or CMS formatted) if they are
defined to the virtual machine, and can be used to move a mini-disk to another of the same size
(SAR absolute track operations are used for CMS mini-disks). See Section 30 for details.

CONTINUED . . .
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FDR has three DUMP processing modes: DUMP one disk pack, DUMP up to thirty-nine disk packs
serially, or DUMP up to thirty-nine disk packs to up to nine tape drives concurrently.

A. SINGLE PACK MODE

DUMP the single disk volume referred to by the DISKx DD statement to the tape referred to by
the TAPEx DD statement.

B. SERIAL MODE

Sequentially DUMP all the disk volumes referred to by DISKx DD statements to the tapes
referred to by the corresponding TAPEx DD statements.

C. ATTACH MODE

Concurrently DUMP the disk volumes referred to by the DISKx DD statements to the tapes
referred to by the corresponding TAPEx DD statements. The value PARM=A must be specified
on the EXEC card, or ATTACH must be specified on the DUMP command. Although there may
be up to thirty-nine TAPEx DD statements (one for each DISKXx), they must not specify more
than nine unique tape units. The TAPEx DDs may use UNIT=AFF or VOL=REF. The number of
unigue units determines the number of concurrent DUMPs.

FDR will serialize the backup of any disk volumes which specify the same tape unit.

FDR has two RESTORE processing options: RESTORE one or more disks giving the receiving
PACK the volume serial number of the disk that was on the backup; or RESTORE one or more disks
retaining the volume serial number of the receiving volume.

A. RESTORE THE OLD VOLUME LABEL TO THE RECEIVING VOLUME

To RESTORE changing the Volume Serial Number of the receiving disk to match the VOLID of
the disk that is on the backup tape, use the value PARM=R on the EXEC card, or specify
CPYVOLID=YES on the RESTORE command.

B. RESTORE RETAINING THE VOLUME LABEL OF THE RECEIVING VOLUME

To RESTORE retaining the Volume Serial Number of the receiving disk, use the value PARM=N
on the EXEC card, or specify CPYVOLID=NO on the RESTORE command or use a RESTORE
command with the CPYVOLID operand omitted.

FDR can copy from one to thirty-nine disk volumes to new disk volumes. FDR will copy the volume
specified by the DISKx DD statement to the disk volume specified by the matching TAPEx DD
statement. As with a FDR RESTORE the label of the volume being copied to may be retained or
changed. The duplicate TAPExx DD statement is supported and will result in a backup being taken
of the volume in addition to the copy.

When possible the disk and tape units used by FDR for DUMP/RESTORE processing should be on
separate channels. This can make a noticeable difference in throughput performance. Internal
monitors allow FDR to utilize the tape channel at full capacity. Time dependent tape processing,
e.g., online log tapes, should not be put on the same tape channels utilized by FDR.

CONTINUED. . ..
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The performance of most DUMP/RESTORE utilities is sharply impacted by the environment in
which they are run. FDR, with internal dynamic monitors overlapping tape and disk management,
is not subject to this sharp degradation. FDR performance will remain relatively consistent in an
environment of varying work loads.

Backup of critical information is usually dictated by two factors: the application recovery plan and
the actual time required to take the backups which is too often the overriding factor.

Using FDR the needs of a recovery plan can take priority. The superior performance of FDR,
particularly in a heavily loaded multiprogramming environment, makes frequent backups practial.
The system resources dedicated to DUMP/RESTORE can be decreased and still allow frequent
backup of system data.

Under normal processing circumstances with a volume 80% full (allocated space), FDR will back
up to tape in the following manner:

**** TAPE REELS **** 3480 with IDRC or
DEVICE TYPE 6250 BPI 3480 FDR COMPRESS=
3380 4 3 2
3380-E 7 5 3
3380-K 10 8 4
3390-1 5 4 2
3390-2 10 8 4

Tape usage will be cut in half with the use of IDRC or FDR's COMPRESS= feature.

FDR will execute in either virtual or real memory.

Following are the guidelines for calculating the approximate memory requirements for backups. In
all cases, these guidelines should give results that are somewhat higher than the amount actually
needed.

PROGRAM STORAGE: 100K

For FDRABR, and FDR or FDRDSF with the ATTACH option, add the following to the program
storage for each TAPEx DD statement. For FDR or FDRDSF without the ATTACH option, add this
requirement once:

Without COMPRESS= 1024K
With COMPRESS= 2048K

Duplicate tapes (TAPEXxx) do not require any additional memory.

DL'T\F/)IES COMPRESS STORAGE
1 no 1124K
1 yes 2148K
2 no 2148K
2 yes 4196K
3 no 3172K
3 yes 6244K
EXAMPLES OF STORAGE FOR DUMP TYPE=FDR

CONTINUED. . . .
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As a default, during a dump operation, FDR will acquire enough buffers to retain a cylinder of data
in storage at atime (BUFNO=MAX), and will use an I/O technique involving the Read Multiple Count
Key Data command or the Read Track command. This technique requires 1024K per concurrent
backup without COMPRESS, or 2048K per concurrent backup with COMPRESS. The virtual
storage for these buffers is located in the private area below 16 MB, and the real storage is located
above 16 MB, if available. INNOVATION strongly recommends running with this technique for
optimum performance. However, if the installation does not have sufficient storage to support this
technique, it is possible to request a smaller number of buffers. In that case a slower I/O technique
will be used. A smaller number of buffers may be requested by changing the installation default
(See Section 91 or 92), or at execution time by specifying BUFNO=nn. The storage requirement is
about 58K per buffer for 3390 and about 50K per buffer for other devices.

FDR has an option to create a duplicate or second copy of the backup tape during dump
processing. When several packs are dumped duplicate backup files may be made for one or more
of the disks regardless of the others.

To create a duplicate backup file during the DUMP a TAPEX, TAPExx set of DD statements are
used in conjunction with the TAPEx DD statement.

If a duplicate backup file is specified on a COPY operation, FDR will create a true backup copy of
the volume being copied.

Memory requirements do not increase with the use of the duplicate tape option.

FDR has the option to execute FDRCPK to COMPAKT the volume after a successful dump.

FDR will execute a CPK DUMP=YES internally. User must specify additional DD statements for
COMPAKTOR. A SYSPRINx, SYSMAPx must be present for CPK. Optionally a CPK SYSIN
Control statement file (CPINx) may be present, specifying CPK override statements.

Conditional COMPAKTion; FDR can be instructed to COMPAKT only if an unacceptable amount of
fragmentation exists on the volume.

NOTE: COMPAKTOR is a cost option to FDR, which must be licensed for this option to be available.

The user can request that FDR test the availability of the data sets on the volume(s) being dumped.
A data set is considered active if any job in the system, other than FDR, has a DD statement
referencing it. This is true whether the disposition specifies OLD, SHR or NEW. Any data set which
is active will have a warning message issued, but will still be dumped. If COMPAKT is specified,
these data sets will be marked as unmovable by COMPAKTOR. In addition the user can request
that the data set be enqueued during the execution of the DUMP and COMPAKTion (if COMPAKT
is specified).

FDR can be instructed to compress the data on the sequential backup file. This option will decrease
the number of bytes transferred to the backup file. The compressed file will usually be 20 to 50%
smaller than an uncompressed file. However, the CPU time used by FDR to dump the disk will
increase substantially.

NOTE: FDR, including SAR, will automatically recognize a compressed backup file during a
restore operation.

CONTINUED . . .
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To execute FDR, the following JCL statements are required.

The JOB Statement is user-specified and depends on user standards.

If required, specifies the job library on which FDR resides. The library must be authorized.

Specifies the program name (FDR), region requirement, and PARM field. The PARM options are:

1. no PARM — FDR will process as specified by the DUMP, RESTORE or COPY command in the
SYSIN data set. If there is no PARM field and no SYSIN data set, FDR will dump all disks for
which a pair of DISKx, TAPEx DD statements appear. Dumping will occur sequentially, in DISK
DD statement order.

2. PARM=D — FDR will dump all disks for which a pair of DISKx, TAPEx DD statements appear.
Dumping will occur sequentially, in DISK DD statement order.

3. PARM=A — FDR will dump concurrently all disks for which a triplet of DISKx, TAPEX, SYSPRINX
DD statements appear. This is the ATTACH option. FDR will serialize dumps to TAPEx DD cards
that specify the same drive. A maximum of nine unique tape drives may be specified.

4, PARM=R — FDR will restore to all DISKx and TAPEX pairs, copying the VOLID from the backup.

5. PARM=N — FDR will restore to all DISKx and TAPEX pairs, retaining the VOLID of the pack
being restored to.

NOTE: Full volume restores are always run serially. Submit a separate job for each volume you
want to restore concurrently.

The PARM field may also contain an FDR DUMP, RESTORE, or COPY statement, for example,
PARM="DUMP TYPE=FDR,COMPRESS=ALL*
It will be processed as if read from SYSIN; no SYSIN DD is required.

Specifies the output message data set. Usually a SYSOUT data set. If not SYSOUT, this DD must
specify a disposition of MOD. Must be present for all dumps or restores.

Specifies the abend data set. Usually a SYSOUT data set. A SYSUDUMP DD statement should
always be included to assist in error diagnosis.
For DUMP or COPY, specifies the unit, volume serial and disposition of the input disk volume.

On RESTORE, specifies the disk volume being restored to. x may specify any valid alphanumeric
character (0-9, A-Z) and must have a corresponding TAPEX statement. Processing will proceed for
as many pairs of DISKx/TAPEX statements as are present. If DUMMY is specified, this DD
statement will be ignored.
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CONTINUED . ..

On DUMP Operations -- Specifies a backup tape or sequential disk data set. DUMMY is supported.
When TAPEX references a disk data set, a sequential backup is created in the data set pointed to
by this DD statement. UNIT=AFF or VOL=REF may be specified, referencing another TAPEx DD
statement. This dump will be serialized by FDR, running after the previous tape dump has
completed.

You should specify a volume count on the TAPE DD statement since the system default is 5.

A full 3380-K could require up to 12 3420 reels at 6250 BPI, or 9 3480 cartridges. Even with
COMPRESS reducing the volume of tape by 50%, the backup can exceed 5 volumes. If a DD
statement does not specify a volume count, and the dataset exceeds 5 volumes, the Operating
System gives an S837 ABEND.

On RESTORE Operations — Specifies the backup dataset on tape or disk. If the dump required
multiple tape or disk volumes, those volumes must be specified in the correct order during the
RESTORE.

On COPY Operations — Specifies the output disk volume. FDR will create an image copy of the
volume specified by the DISKx DD statement on this volume. DISKx and TAPEx must not specify
the same volume.

There must be a TAPEX statement matching every DISKx statement.

Specifies a second tape (for DUMP or COPY only). A duplicate backup file for TAPEXx will be
produced on TAPExx. For example, if DISK6 is being dumped to TAPES, the inclusion of a TAPEG6
DD statement will cause a second backup file to be produced.

On COPY operations, this is a sequential backup of the DISKx volume.

Specifies the output data set for messages related to the matching DISKx when the ATTACH,
COMPAKT or COPY option is used. Must be present if PARM=A or ATTACH, COMPAKT is used
or if COPY is specified, not needed otherwise. Usually a SYSOUT data set. If not SYSOUT, this DD
must specify a disposition of MOD.

Specifies the output data set for the COMPAKTOR map. Must be present if COMPAKT is specified
on an FDR dump. x must match each DISKx DD statement. Usually a SYSOUT DD statement.

Optional if COMPAKT is specified. CPINx specifies the CPK control statements to be used when
compakting the volume which matches the x specified on the DISKx DD statement. If CPIN is
specified without a qualifier x, these control statements will apply to all DISKx DD statements which
do not have a matching CPINXx. All of the CPK control statements are valid except for
DUMP=YES,FROMDD=,VTOC=COMPAKT and ENQ-=.

Default if CPINX is not specified:
CPK DUMP=YES, FROMDD=TAPEXx, ENQ=RESERVE ,VTOC=NOCHANGE
NOTE: If ENQ is to be overridden, it must be done in the FDR control statements.

If CPINX is specified but it does not include a COMPAKT command, then the default is SIMULATE.
CPIN may contain a MAP statement if you want only a MAP of the volume dumped.

Required if COMPAKT is specified and an active INDEXED VTOC exists on the volume being
compakted. Usually specifies a temporary disk data set. One cylinder of primary with one cylinder
of secondary should be specified. This data set must not be allocated on the volume being
compakted.

Required if COMPAKT is specified on a non-MVS system with an active indexed VTOC on the
volume being COMPAKTed. Under MVS, CPK will dynamically allocate this DD statement to DD
DUMMY unless it is specified. Usually a SYSOUT data set.

Optional control statement data set. Usually an input stream or DD * data set. For backward
compatibility, if SYSIN is allocated with a disposition of NEW, FDR will ignore this data set.
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10.04 The FDR DUMP Command

DUMP TYPE=FDR

D
LATTACH
,BUFNO = MAX | nn
,COMPAKT

,CPKFREEX =nnnnn
,CPKDSNMX=nnnnn
,CPKMULTX=nnnnn

,COMPRESS = ALL | COPY1 ] COPY2
,DATA = ALL | USED

,DSNENQ = NONE | TEST | USE | HAVE
LENQ = ON | OFF | RESERVE
,FORMAT = OLD | NEW | SPLIT
,MAXERR=nnnn

,LBPZERO=VALID | INVALID
,ENQERR=NO

,TAPERRCD=NO

DUMP This control statement is optional. Only one DUMP Statement is allowed per execution.
COMMAND

OPERANDS TYPE=FDR Specifies the type of dump. Must be specified on the DUMP Statement.
Indicates that a full volume dump is to be performed.
ATTACH Specifies that FDR is to dump the disk packs concurrently. This is the same

function as specified by using PARM=A.
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BUFNO=

COMPAKT

CPKFREEX=
CPKDSNMX=
CPKMULTX=

COMPRESS=

The FDR DUMP Command 10.04

Specifies the FDR performance option.

MAX — specifies that FDR is to acquire enough buffers to retain a cylinder of
data in storage at a time, and is to use an I/O technique involving the Read
Multiple Count Key Data command or the Read Track command. This
technique requires 1024K per concurrent backup without COMPRESS, or
2048K per concurrent backup with COMPRESS. The virtual storage for these
buffers is located in the private area below 16 MB, and the real storage is
located above 16 MB, if available. INNOVATION strongly recommends
running with this technique for optimum performance.

nn — specifies the actual number of buffers to be acquired. This option may
be requested if the installation does not have sufficient storage to support
BUFNO=MAX. This option causes FDR to use a slower I/O technique than
with BUFNO=MAX. nn should be an even number from 2 to the number of
buffers needed to contain one cylinder (which is 16 for 3390, 3380, and 3350).
If nn is an odd number, FDR will round down. If nn is higher than the number
of buffers needed to contain one cylinder of the device being dumped, it will
be treated the same as MAX. The storage requirement is about 58K per buffer
for 3390 and about 50K per buffer for other devices.

This option is ignored if backup is to disk.
Default is BUFNO=MAX.

INNOVATION strongly recommends running with BUFNO=MAX for optimum
performance.

Specifies that FDR is to execute FDRCPK internally to COMPAKT the volume
after a successful dump. A matching SYSPRINx and SYSMAPx DD statement
must be present. User may provide CPK control statements using a CPINx DD
statement.

Can only be specified with COMPAKT. These operands define an amount of
fragmentation that the user considers acceptable. If none of these operands
are specified, COMPAKTOR will be invoked unconditionally. If one or more of
these operands are specified and none of the limits that they request are
exlceeded by a given volume, COMPAKTOR will not be invoked for that
volume.

CPKFREEX — specifies the maximum number of free space areas that can
exist before COMPAKTOR will be invoked.

CPKDSNMX — specifies the maximum number of data sets that can have
more than one extent before COMPAKTOR will be invoked.

CPKMULTX — specifies the maximum number of extents that are not the
first extent of a data set that can exist before COMPAKTOR will be invoked.

Example: DUMP TYPE=FDR,COMPAKT,CPKFREEX=10,
CPKDSNMX=5

If the volume does not exceed 10 free space areas or 5 multi-extent data sets,
it will not be COMPAKTed. If it exceeds either limit, it will be COMPAKTed.

ALL — specifies that FDR is to compress the output data on the backup file
for both copies (TAPEx and TAPEXxx).

COPY1 — specifies that only the data on the TAPEx DD statement will be
compressed.

COPY2 — specifies that only the data on the TAPExx DD statement will be
compressed.

Add 1024K to the memory requirement per each concurrent subtask.
Default is NONE.

INNOVATION strongly recommends running with COMPRESS to
substantially reduce tape usage and to reduce elapsed time, if CPU time and
storage are available.
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DATA=

DSNENQ=

The FDR DUMP Command 10.04

USED — specifies that FDR is to dump only the used portion of PS or PO type
data sets. On most packs, this will make the dump run faster, but at the risk of
not backing up all of the data if data sets have invalid last block pointers.

If the data set has a last block pointer of all zeroes, which usually means it was
never used, FDR will default to dumping the entire data set unless
LBPZERO=VALID is specified. With LBPZERO=VALID, FDR will dump only
the first track.

ALL — specifies that FDR is to dump the entire allocation of all datasets.
Default is ALL.

Specifies that FDR is to enqueue all of the data sets on the volume being
dumped. FDR will issue an exclusive enqueue with a major name of ‘'SYSDSN’
and a minor name of the data set name. This is the enqueue used by the job
scheduler. If the enqueue fails, FDR will issue a warning message for the data
set. The data set will still be dumped. If the COMPAKT option is used or FDR
is being executed by COMPAKTOR, the data set will be treated as unmovable
by COMPAKTOR. A U0888 will be issued at the end of the FDR execution
unless COMPAKTiIon is being done or ENQERR=NO is specified. DSNENQ
is independent of ENQ= which prevents new data sets from being allocated or
old data sets from being scratched.

TEST — The data sets will only be tested to see if they are active at the time
the dump starts. The data set will not be enqueued.

USE — The data sets will be enqueued for the duration of the dump and
COMPAKTION (if COMPAKT). If not available, only a warning message is
issued and the data set will not be enqueued.

HAVE — The data sets will be enqueued for the duration of the dump and
COMPAKTION (if COMPAKT). If not available, FDR will issue a message
(FDRW?27) to the operator. The operator can respond WAIT, NOWAIT or
RETRY to the message. If WAIT is specified, FDR will wait for the data set to
become available. The job could time out. If NOWAIT is specified, FDR will
print a warning message for the data set and will not issue the enqueue. If
RETRY is specified, FDR will attempt the enqueue again.

NONE — This is the default. No data set ENQ will be issued.

NOTE: If the data set is specified in a DD statement in the FDR job with a
DISP=SHR, FDR will change the scheduler enqueue for the data set to
EXCLUSIVE (DISP=0OLD) if the user specifies TEST, USE or HAVE.
The operator cannot respond WAIT to the message issued by
DSNENQ=HAVE if this enqueue cannot be changed from SHARE to
EXCLUSIVE.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility is available and the SYSDSN QNAME is
broadcast across systems. Without this capability, FDR can
only determine what data sets are active on the system FDR is
running on.
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ENQ=

FORMAT=

MAXERR=

LBPZERO=

ENQERR=

TAPERRCD=

The FDR DUMP Command 10.04

ON — specifies that FDR is to perform an enqueue on the VTOC during the
dump operation. This enqueue will lock out users from allocating new data
sets or scratching and extending old data sets on the system FDR is running
on.

RESERVE — specifies that FDR will issue a RESERVE on the volume being
dumped. This command will lock out a shared DASD system from accessing
the pack.

OFF specifies that FDR will not enqueue the VTOC during the dump or
COMPAKTion (if COMPAKT).

Default is OFF — NO enqueue unless COMPAKT is specified, then
RESERVE is the default. The ENQ will be maintained from the beginning of
the dump until the end of COMPAKTion.

Specifies the format of the sequential backup file.

OLD — specifies that FDR is to create the backup using the format prior to Ver
4.5. This option defaults to SPLIT on 3380 and 3390 disk.

NEW — specifies that FDR is to create the backup using a maximum of a 56K
blocksize.

SPLIT — specifies that FDR is to create the backup using a maximum
blocksize of 32K. FDR will split the backup blocks into multiple records.

WARNING: If you use a normal copy program (ex: IEBGENER) to copy a
backup file created with FORMAT=NEW, you will not get any error messages,
but the resulting tape will not be usable for a restore. Tapes in the new format
must only be copied with the INNOVATION provided tape copy program
(FDRTCOPY) or FATAR. If FORMAT=0LD or SPLIT is specified, FDR will
ignore the BUFNO=MAX option.

Default: NEW if backup on tape — SPLIT if backup is on disk.
Use of FORMAT=0LD or SPLIT will result in a large increase in elapsed time.

Specifies the number of tape or disk errors that are permitted by FDR prior to
abending the DUMP operation. MAXERR may specify a value from 1 to 9999
errors. Each error will be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default is 20 errors.

VALID — specifies that FDR is to consider PS or PO data sets which are
empty (last block pointer of zero) as containing one used track.

INVALID — specifies that FDR will consider PS or PO data sets which are
empty as fully used.

WARNING: Care should be taken using this option since certain data sets may
have the last block pointer as all zeroes and still not be empty.

Ex: SYS1.DUMP data sets.
Default is INVALID — unless overridden in the FDR/ABR global option table
(See Section 91 or 92).

NO — specifies that FDR will not set a condition code or ABEND at the end of
the FDR execution if the DSNENQ option is used and a data set is found to be
active.

Default is that FDR will issue the condition code or ABEND unless COMPAKT
is specified.

NO — specifies that FDR is not to set a condition code or ABEND if a data
check or other error occurred writing the backup file but FDR recovered from it.

Default is that FDR will set the condition code or ABEND at the end of the job.
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10.05 The FDR RESTORE Command

RESTORE

R

TYPE=FDR

,CONFMESS = YES | NO
,CPYVOLID = NO | YES
,ENQ = OFF | RESERVE
,MAXERR=nnnnn
,PROT=none

,SMSPROT = ALL | NONE
,VOLRESET = NO | YES

RESTORE This control statement is optional. Only one RESTORE statement is allowed per execution.
STATEMENT  Compressed backup files will automatically be recognized by FDR, requiring no special keywords.

OPERANDS TYPE=FDR

CONFMESS=

CPYVOLID=

REVISED JULY, 1992

Specifies the type of RESTORE. Must be specified on the RESTORE
statement. Indicates that a full volume restore is to be performed.

YES — specified that, before beginning the restore, FDR will request
confirmation via a WTOR message to which the operator must reply.

NO — suppresses the WTOR and begins the restore immediately.
Default is YES.

NOTE: This feature can be very useful at a disaster recovery site to avoid full
volume restores being delayed waiting for an operator response.

Specifies whether FDR is to restore the volume serial number from the backup
file.

YES — specifies that FDR will replace the volume serial number of the volume
being restored to with the original volume serial number of the disk which was
dumped. This option can also be specified by PARM=R on the JCL EXEC
statement. If another online volume has the same serial, FDR will set the
restored volume offline at the end of the restore.

NO — specifies that FDR will retain the volume serial number of the receiving
volume. This option can also be specified by PARM=N on the JCL EXEC
statement.

Default is NO — unless the volume being restored was SMS-managed, when
YES is forced.
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ENQ=

MAXERR=

PROT=

SMSPROT=

VOLRESET=

REVISED JULY, 1992

The FDR RESTORE Command 10.05

OFF — specifies that FDR is not to perform a RESERVE on the disk volume
prior to the restore.

RESERVE — specifies that FDR will issue a RESERVE of the VTOC for the
duration of the restore. This RESERVE will not prevent users from opening
existing data sets.

Default is to do a RESERVE of the volume.

Specifies the number of tape or disk errors that are permitted by FDR prior to
abending the RESTORE operation. MAXERR may specify a value from 1 to
9999. Each error will be indicated by a message and possible MINI DUMP.

Default is 20 errors.

NONE — normally FDR can only restore to volumes of the same type as the
dumped disk, with the same or larger capacity (number of cylinders), e.g.,
3390-2 to 3390-2 or 3390-3. PROT=NONE allows FDR to restore to a smaller
disk of the same type, e.g., 3390-3 to 3390-2. Do not specify PROT=NONE
unless you need this function since it also suppresses other validity checks.

WARNING: Restore to a smaller disk will fail if the larger disk had data set
allocated beyond the end of the smaller disk. Use COMPAKTOR
(See Section 40) to convert such disks.

ALL — enforces several rules when SMS-managed volumes are involved:
Backups of SMS-managed volumes can only be restored to SMS-managed
volumes, and non-SMS volumes only to non-SMS volumes. CPYVOLID=YES
is forced when an SMS-managed volume is restored.

NONE — allows the restore of SMS-managed volumes to non-SMS volumes,
and vice versa. Also allows the restore of SMS volumes to new volsers if
CPYVOLID=NO is specified. This option should be used with caution.

Default is ALL. SMSPROT=NONE should be used with caution.

YES — specifies that at the end of a restore operation FDR will rename the
SYS1.VTOCIX data set and the ABR model DSCB to match the new volume
serial number, if the volume serial number specified within the data set name
matches the volume serial of the pack that was backed up. Also the volume
serial field in the Format 1 DSCB for every data set on the volume will be reset
if it matches the original volume serial. This option has no effect if
CPYVOLID=YES (PARM=R) is specified.

NO — will inhibit this operation. This is useful if the volume will eventually be
relabeled back to the original volume serial.

NOTE: If an ABR initialized volume is restored, FDR will reset the ABR model
DSCB to force a full volume dump on the next execution of ABR, unless
NO is specified.

VSAM WARNING: If the serial number is changed on a volume which contains
VSAM files, the VSAM files will be inaccessible. Also, FDR will not reset the
VOLSER in the VVDS, since the VVDS and the catalogs contain self-defining
records which would also need resetting.

Default is YES.
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10.06 The FDR COPY Command

COPY

TYPE=FDR

,BUFNO = MAX | nn
,CONFMESS = YES | NO
,CPYVOLID = NO | YES
,DATA = ALL | USED
,DSNENQ = NONE | TEST | USE | HAVE,
ENQ = ON | OFF | RESERVE
,MAXERR=nnnnn
,PROT=none

,SMSPROT = ALL | NONE
,VOLRESET = NO | YES

COPY Only one COPY statement is allowed per execution. The PARM option in the EXEC statement must
COMMAND  not be specified with the COPY statement. Specifies that the disk volume specified by the DISKx
DD statement is to be copied to the disk volume specified by the matching TAPEx DD statement.
If a TAPExx DD statement is also specified, FDR will also create a backup of DISKXx.

NOTE: A SYSPRINx DD statement is required matching the DISKx DD statement. This print data
set will record the messages from the dump of the DISKx volume. The SYSPRINT data set
will record the messages from the restore to the TAPEXx volume.

The FDRCOPY command can copy from a smaller density DASD to a larger capacity of the same
type. (i.e. 3380-E to 3380-K or 3390-2 to 3390-3) If you want to copy from a larger DASD (3380-K)
to a smaller device (3380-E) it is usually more convenient to use COMPAKTOR. If you prefer to use
COPY TYPE=FDR and no data sets are allocated on tracks beyond the end of the smaller disk,
specify PROT=none.

OPERANDS TYPE=FDR
BUFNO=

CONFMESS=

CPYVOLID=

REVISED JULY, 1992

Indicates that the entire volume is to be copied. Must be specified.
Specifies the FDR performance option.

MAX — is the default and specifies that FDR is to acquire enough buffers to
retain a cylinder of data in storage at a time. It can be overridden but the
alternate performance option is much slower and is not recommended.

YES — specifies that, before beginning the copy, FDR will request
confirmation via a WTOR message to which the operator must reply.

NO — suppressed the WTOR and begins the copy immediately.
Default is YES.

Specifies whether FDR is to COPY the volume serial number from the DISKx
volume.

YES — specifies that FDR will replace the volume serial number of the volume
being COPIED to with the original volume serial number of the DISKx volume.

The output volume will be set offline at the end of the copy.

NO — specifies that FDR is to retain the receiving volume's volume serial
number.

Default is NO unless the volume being copied is SMS-managed when YES is
forced.
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DATA=

DSNENQ=

ENQ=

The FDR COPY Command 10.06

USED — specifies that FDR is to copy only the used portion of PS or PO type
data sets. On most packs, this will make the copy run faster, but at the risk of
not copying all of the data if data sets have invalid last block pointers.

If the data set has a last block pointer of all zeroes, which usually means it was
never used, FDR will default to copying the entire data set unless
LBPZERO=VALID is specified. With LBPZERO=VALID, FDR will copy only
the first track.

ALL — specifies that FDR is to copy the entire allocated data set for all
datasets.

Default is ALL.

Specifies that FDR is to enqueue all of the data sets on the volume being
copied. FDR will issue an exclusive enqueue with a major name of ‘SYSDSN’
and a minor name of the data set name. This is the enqueue used by the job
scheduler. If the enqueue fails, FDR will issue a warning message for the data
set. The data set will still be copied. A U0888 will be issued at the end of the
FDR execution unless ENQERR=NO is specified. DSNENQ is independent of
ENQ= which prevents new data sets from being allocated or old data sets from
being scratched.

TEST — The data sets will only be tested to see if they are active at the time
the copy starts. The data sets will not be enqueued.

USE — The data sets will be enqueued for the duration of the copy. If not
available, only a warning message is issued and the data set will not be
engueued.

HAVE — The data sets will be enqueued for the duration of the copy. If not
available, FDR will issue a message (FDRW27) to the operator. The operator
can respond WAIT, NOWAIT or RETRY to the message. If WAIT is specified,
FDR will wait for the data set to become available. The job could time out. If
NOWAIT is specified, FDR will print a warning message for the data set and
will not issue the enqueue. If RETRY is specified, FDR will attempt the
engueue again.

NONE — No data set ENQ will be issued.
Default is NONE — no data set enqueue will be issued.

NOTE: If the data set is specified in a DD statement in the FDR job with
DISP=SHR, FDR will change the scheduler enqueue for the data set to
EXCLUSIVE (DISP=0LD) if the user specifies TEST, USE or HAVE. The
operator cannot respond WAIT to the message issued by DSNENQ=HAVE
if this enqueue cannot be changed from SHARE to EXCLUSIVE.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue is available and SYSDSN QNAME is broadcast
across systems. Without this capability, FDR can only determine which
data sets are active on the system FDR is running on.

ON= — specifies that FDR is to perform an enqueue on the VTOC on the
DISKx volume during the COPY operation. This enqueue will lock out users
from allocating new data sets or scratching old data sets.

OFF — specifies that FDR will not enqueue the DISKx or TAPEx volumes.

RESERVE — specifies that FDR is to perform a RESERVE on the DISKx
volume and the TAPEX volume.

Default is NO enqueue on the DISKx volume and a RESERVE on the TAPEX
volume.
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MAXERR=

PROT=

SMSPROT=

VOLRESET=

REVISED JULY, 1992

The FDR COPY Command 10.06

Specifies the number of tape or disk errors that are permitted by FDR prior to
abending the COPY operation. MAXERR may specify a value from 1 to 9999.
Each error will be indicated by a message and possible MINI DUMP.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with
care.

Default is 20 errors.

NONE — normally FDR can only copy to volumes of the same type as the
input disk, with the same or larger capacity (number of cylinders), e.g., 3390-
2 to 3390-2 or 3390-3. PROT=NONE allows FDR to copy to a smaller disk of
the same type, e.g., 3390-3 to 3390-2. Do not specify PROT=NONE unless
you need this function since it also suppresses other validity checks.

WARNING: Copy to a smaller disk will fail if the larger disk had data set
allocated beyond the end of the smaller disk. Use COMPAKTOR
(See Section 40) to convert such disks.

ALL — enforces several rules when SMS-managed volumes are involved:

SMS-managed volumes can only be copied to SMS-managed volumes, and
non-SMS volumes only to non-SMS volumes. CPYVOLID=YES is forced
when an SMS-managed volume is copied.

NONE — allows the copy of SMS-managed volumes to non-SMS volumes,
and vice versa. Also allows the copy of SMS volumes to new volsers if
CPYVOLID=NO is specified. This option should be used with caution.

Default is ALL. SMSPROT=NONE should be used with caution.

NO — specifies that the end of a COPY operation FDR will not rename the
SYS1.VTOCIX data set and the ABR model DSCB to match the new volume
serial number. This is useful if the volume will be relabeled back to the original
volume serial. This option has no effect if CPYVOLID=YES is specified.

YES — specifies that FDR is to rename these data sets and to reset the
volume serial field in the DSCB if it matches the original volume serial. See
notes under the FDR restore command (Section 10.05).

NOTE: ON COPY THE DEFAULT ISNO. THESE DATA SETS WILL NOT BE
RENAMED.
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FDR DUMP EXAMPLES 10.07
FDR DUMP EXAMPLES

The examples in the following section illustrate some of the FDR options. JOB and JOBLIB/
STEPLIB DD statements are not shown.

Note that FDR determines the type of disk being processed from the UCB for the disk.
Note: In V5.1 and above, BUFNO=MAX is the default and need not be specified.

Dump a 3380 disk volume to a 3480 tape cartridge.
//DUMP EXEC PGM=FDR,REGION=1124K
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*

//D1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=123456
//TAPE1 DD UNI1T=3480,DSN=BACKUP .V123456 ,DISP=(,CATLG) ,VOL=(, ,,99)
//SYSIN DD >

DUMP TYPE=FDR

Dump a 3390 disk volume to tape, making two compressed backup copies.

//DUMP EXEC PGM=FDR,REGION=2148K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DI1SKA DD UNIT=3390,DISP=0LD,VOL=SER=D33901
//TAPEA DD UNIT=TAPE ,DSN=BACKUP .COPY1,DISP=(,KEEP)
//TAPEAA DD UNIT=TAPE ,DSN=BACKUP .COPY2,DISP=(,KEEP)
//SYSIN DD *

DUMP TYPE=FDR , COMPRESS=ALL ,DSNENQ=USE

Dump three 3380 disk volumes sequentially to tape. Only one physical tape drive is used. The
backups will be piggy-backed as three consecutive files on one or more tape volumes.

//DUMP EXEC PGM=FDR,REGION=1124K
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*

//DI1SK3 DD UNIT=3380,DISP=0OLD,VOL=SER=TS0001
//TAPE3 DD UNIT=TAPE ,DSN=BACKUP .VTS0001,DISP=(,KEEP)
//DI1SK7 DD UNIT=3380,DISP=0OLD,VOL=SER=TS0002
//TAPE7 DD DSN=BACKUP .VTS0002,DISP=(,KEEP),

7/ VOL=REF=*_TAPE3,LABEL=2 ,UNIT=AFF=TAPE3
//DI1SK9 DD UNIT=3380,DISP=0LD, VOL=SER=TS0O003
//TAPE9 DD DSN=BACKUP .VTS0003,DISP=(,KEEP),

7/ VOL=REF=*_TAPE7 ,LABEL=3,UNIT=AFF=TAPE7
//SYSIN DD *

DUMP TYPE=FDR ,DATA=USED , DSNENQ=USE

Dump a 3390-2 to 3480 cartridges. A volume count must be specified since a backup of a 3390-2
may exceed the JCL default of 5 volumes (even if compression is used). ABEND S837 may result
if the volume count is omitted.

//DUMP EXEC PGM=FDR,REGION=2148K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DISK1 DD  UNIT=3390,DISP=0LD,VOL=SER=D3390A <--- 3390-2
//TAPE1 DD  UNIT=3480,DISP=(,CATLG),
Vo4 DSN=BACKUP .D3390A,VOL=(, , ,20)
DUMP TYPE=FDR, COMPRESS=ALL , DSNENQ=USE
CONTINUED . ..
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Dump two 3380s and one 3390 concurrently to 3480 tape drives. One of the volumes, the 3390, will
have two tape copies made. The data sets on the volumes will be enqueued during the backup.
Only the used portions of the data sets will be dumped.

//DUMP
//SYSPRINT
//SYSUDUMP
//DI1SK1
//TAPE1
/7
//SYSPRIN1
//DISK2
//TAPE2
/7
//SYSPRIN2
//DISK3
//TAPE3
/7
//TAPE33
/7
//SYSPRIN3
//SYSIN
DUMP

EXEC

DD
DD
DD
DD

DD
DD
DD

DD
DD
DD
DD

DD
DD

PGM=FDR ,REGION=3172K

SYSOUT=*

SYSOUT=*

UNIT=3380,DISP=0OLD,VOL=SER=111111
UNIT=3480,DSN=BACKUP.V111111,DISP=(,KEEP),
VoL=(, ,,99)

SYSOUT=*

UNIT=3380,DISP=0LD,VOL=SER=222222
UNIT=3480,DSN=BACKUP .Vv222222 ,DISP=(,KEEP),
VoL=(, ,,99)

SYSOUT=>*

UNIT=3390,DISP=0LD,VOL=SER=333333
UNI1T=3480,DSN=BACKUP_.V333333.COPY1,DISP=(,KEEP),
VoL=(, ,,99)

UNI1T=3480,DSN=BACKUP .V333333.COPY2,DISP=(,KEEP),
VOoL=(, ,,99)

SYSOUT=>*

x>

TYPE=FDR,DSNENQ=USE ,DATA=USED ,ATTACH

Dump a 3380 disk pack to a 3480 tape cartridge using the 3480 IDRC hardware compression
feature. You might want to use IDRC instead of the FDR compression feature (COMPRESS=)
during times when the increased CPU utilization of COMPRESS= would impact system

performance.

//DUMP
//SYSPRINT
//SYSUDUMP
//DI1SK1
//TAPE1
7/
//SYSIN
DUMP

EXEC PGM=FDR,REGION=1124K

DD SYSOUT=*

DD SYSOUT=*

DD UNIT=3380,DISP=0LD,VOL=SER=ABR123

DD UNIT=3480X,DSN=BACKUP .V123456,DISP=(,CATLG),
DCB=TRTCH=COMP

DD *

TYPE=FDR

CONTINUED. . . .
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Dump four disk packs to two tape drives concurrently. DISK1 and DISK2 will be dumped as
separate files on the same tape drive, as will DISKA and DISKB. The volumes will be reserved
during the dump. The number of errors is set to 1, so that any pack that encounters an 1/O error will
abend after the first error. Only the used portions of PS and PO data sets will be dumped.

//DUMP
//SYSPRINT
//SYSUDUMP
//DI1SK1
//TAPE1
//SYSPRIN1
//DI1SK2
//TAPE2
7/
//SYSPRIN2
//DI1SKA
//TAPEA
//SYSPRINA
//DI1SKB
//TAPEB
Va4
//SYSPRINB
//SYSIN
DUMP

EXEC

DD
DD
DD
DD
DD
DD
DD

DD
DD
DD
DD
DD
DD

DD
DD

PGM=FDR ,REGION=2148K

SYSOUT=*

SYSOUT=*

UNIT=3380,DISP=0LD, VOL=SER=SYSRES
UNIT=TAPE,DISP=(,KEEP) ,DSN=BACKUP _.SYSRES
SYSOUT=*

UNIT=3380,DISP=0LD,VOL=SER=PAGEO1
VOL=REF=*_TAPE1,DISP=(,KEEP) ,DSN=BACKUP .PAGEO1,
LABEL=2

SYSOUT=*

UNIT=3380,DISP=0LD, VOL=SER=PACKO1

UNIT=TAPE ,DISP=(,KEEP) ,DSN=BACKUP . PACKO1
SYSOUT=*

UNIT=3380,DISP=0OLD,VOL=SER=MVS002
VOL=REF=*_TAPEA,DISP=(,KEEP) ,DSN=BACKUP _MVS002,
LABEL=2

SYSOUT=*

TYPE=FDR , ENQ=RESERVE ,MAXERR=1 ,DATA=USED ,ATTACH

FDR will dump two volumes using the COMPAKT option. The DISKA volume has COMPAKTOR
order statements inserted. All data sets will be ENQUEUEd on prior to the backup. Any data set
which is not available will be marked as unmovable by CPK.

//FDRWCPK
//SYSPRINT
//SYSPRIN1
//SYSPRINA
//SYSMAP1
//SYSMAPA
//CPKWORK
//DI1SK1
//DI1SKA
//TAPE1
//TAPEA
//SYSIN
DUMP

//CPINA

EXEC PGM=FDR,REGION=2148K
DD  SYSOUT=*
DD  SYSOUT=*
DD  SYSOUT=*
DD  SYSOUT=*
DD  SYSOUT=*
DD  UNIT=SYSDA,SPACE=(CYL, (1,1))
DD UNIT=3380,VOL=SER=MASTER,DISP=SHR
DD UNIT=3380,VOL=SER=PAYROL ,DISP=SHR
DD  UNIT=TAPE,DSN=FDR.BACKUP,DISP=(,KEEP)
DD  UNIT=TAPE,DSN=FDR.PAYROL,DISP=(,KEEP)
DD *
TYPE=FDR, COMPAKT , DSNENQ=USE , ATTACH
DD *
CPK  PORLSE=ALL
SEQUENCE POS=VTOC
S DSN=DATA_A
S DSN=DATA_.B
ENDSEQ

CONTINUED . . .
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Restore a 3390 and a 3380 volume, changing the volsers of the disk volumes (DATA01 and
DATAS8O) to the volsers of the volumes being restored (DATA12 and DATAS5).

//RESTORE EXEC PGM=FDR ,REGION=512K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=DATAO1
//TAPE1 DD UNIT=TAPE ,DSN=BACKUP _VDATA12 ,DISP=0LD,
/77 VOL=SER=(T00100,T00110,T00120,T00130)
//DISKA DD UNIT=3380,DISP=0LD,VOL=SER=DATA80
//TAPEA DD UNIT=TAPE ,DSN=BACKUP .VDATA85,DISP=0LD,
/7 VOL=SER=(T00200,TO0205,T00235)

RESTORE TYPE=FDR,CPYVOLID=YES

Restore a 3380 from tape without changing the volume serial of the receiving volume.

The volume will be relabeled later to the volume serial of the volume which was dumped so
VOLRESET=NO specifies that FDR will not rename the VTOCIX or ABR model. Neither the
backed-up disk or the target disk can be SMS-managed.

//RESTORE EXEC PGM=FDR ,REGION=512K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3380,DISP=0OLD,VOL=SER=ALTRES
//TAPE1 DD DSN=BACKUP .VMVSRES ,DISP=0LD
//SYSIN DD *

RESTORE TYPE=FDR,CPYVOLID=NO,VOLRESET=NO

Restore a SMS-managed 3380 from a backup tape. Since the backup tape indicates it is a backup
of a SMS-managed volume, the output volume must be marked as SMS-managed as well. Since a
full-volume restore of an SMS volume to a new volser would result in uncataloged datasets in
violation of SMS rules, CPYVOLID=YES is forced.

//RESTSMS EXEC PGM=FDR ,REGION=512K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=SMS001
//TAPE1 DD DSN=BACKUP .VSMS001,DISP=0LD
//SYSIN DD *

RESTORE TYPE=FDR

CONTINUED. . . .
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Convert a 3380-E (double density) to a 3380-K (triple density) volume, by restoring from a backup
of the 3380-E. The volume serial of the 3380-K (D3380A) will be changed to the volume serial of
the 3380-E (D3380B). If the original volume is mounted at the time of the restore, then the new
volume will automatically be placed offline at the end of the restore; at that time, the original volume
should be VARYed offline, and the new volume should be MOUNTed. Free space will automatically
be adjusted to include the additional cylinders. If the original volume had an indexed VTOC, it must
be rebuilt on the new volume (see next example).

//RESTORE EXEC PGM=FDR, REGION=512K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380A <--- 3380-K
//TAPE1 DD DSN=BACKUP .D3380B,DISP=0LD <--- 3380-E backup
//SYSIN DD *

RESTORE TYPE=FDR,CPYVOLID=YES

Rebuild the indexed VTOC (VTOCIX) on any 3380. This will be required after any FDR restore or
copy of a 3380 or 3390 to a different density 3380 or 3390. It will also be required after
COMPAKTiIon to a new volume with CPYVOLID=YES, if the original volume serial was still online
at the time. This example assumes that the SYS1.VTOCIX.vvvvvv data set exists on the volume
but has been disabled.

//BUILDIX EXEC PGM=1CKDSF
//SYSPRINT DD SYSOUT=*
//DISK1 DD UNIT=3380,DISP=0OLD,VOL=SER=D3380A
//SYSIN DD *
BUILDIX DDNAME(DISK1) IXVTOC

CONTINUED . . .
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Copy a 3390 volume to another 3390 volume, creating a backup on tape at the same time. The
volume serial of the disk being copied to will be retained. All of the data sets on the volume being
copied will be enqueued during the copy. Neither volume can be SMS-managed.

//COPY EXEC PGM=FDR,REGION=1024K
//SYSPRINT DD SYSOUT=*
//SYSPRIN1 DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=3390,DISP=0LD,VOL=SER=SYSRES
//TAPE1 DD UNIT=3390,DISP=0LD, VOL=SER=DUPRES
//TAPE11 DD UNIT=TAPE,DISP=(,KEEP) ,DSN=SYSRES.BACKUP ,VOL=(, , ,20)
//SYSIN DD >
COPY TYPE=FDR, DSNENQ=HAVE

Copy a 3380 volume to another 3380 volume. The volume serial number of the receiving volume
will be changed to the volume being copied. The output volume will automatically be set offline at
the end of the restore. If the volume contains an Indexed VTOC, it will have to be separately rebuilt
(See example in Section 10.08) after varying the original volume offline and mounting the output
volume in its place.

//COPY EXEC PGM=FDR ,REGION=1024K
//SYSPRINT DD SYSOUT=*
//SYSPRIN1 DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=DISKO1
//TAPE1 DD UNIT=3380,DISP=0LD,VOL=SER=DISKO02
//SYSIN DD *
COPY TYPE=FDR,CPYVOLID=YES

Convert a 3380-E (double density) to a 3380-K (triple density) volume, with a direct disk-to-disk
copy, creating a backup copy on 3480 cartridges as well. The volume serial of the 3380-K (D3380A)
will be changed to the volume serial of the 3380-E (D3380B), and the new volume will automatically
be placed offline at the end of the copy. At that time, the original volume should be VARYed offline,
and the new volume should be MOUNTed. Free space will automatically be adjusted to include the
additional cylinders (See Note 1). If the original volume had an indexed VTOC, it must be rebuilt on
the new volume (See example in Section 10.08).

//COPY EXEC PGM=FDR ,REGION=1024K
//SYSPRINT DD SYSOUT=*
//SYSPRIN1 DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380B <--- 3380-E
//TAPE1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380A <--- 3380-K
//TAPE11 DD UNIT=3480,DISP=(,CATLG),
/77 DSN=BACKUP .D3380B,VOL=(, , ,20)
//SYSIN DD *
COPY TYPE=FDR,CPYVOLID=YES

Note 1: To adjust the free space, FDR turns on the DOS bit in the VTOC, and allocates a dummy
data set to cause the system to call the VTOC conversion routine. The dummy data set that FDR
allocates has a name that starts with “FDRABR.V". If your installation has a data security system,
then the user running the restore or copy job must be authorized to ALLOCATE this dsname.

CONTINUED. . . .
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COPY FROM Convert a 3380-K (triple density) to a 3380-E (double density) volume, with a direct disk-to-disk
3380-K  copy. FDR will not normally allow a copy or restore to a smaller density disk; COMPAKTOR is
TO 3380-E  rocommended for that function. However, if the larger disk has no datasets allocated past the end
of the smaller disk (cylinder 1769 in this example), FDR can do this copy or restore with

PROT=none.
All of the comments in the previous example (COPY FROM 3380-E to 3380-K) apply.
//COPY EXEC PGM=FDR,REGION=1024K

//SYSPRINT DD SYSOUT=*
//SYSPRIN1 DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380B <--- 3380-K
//TAPE1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380A <--- 3380-E
//SYSIN DD >

COPY TYPE=FDR,CPYVOLID=YES, PROT=NONE

CONTINUED . . .
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Once backups on tape or disk have been created with FDR, FDRDSF, or FDRABR, you may need
to do maintenance on those backups. This maintenance may be as simple as creating additional
copies of FDR backups, or complex operations such as deleting obsolete ABR ARCHIVE backups.

Two utility programs are provided for backup maintenance:

® FDRTCOPY can be used to copy any FDR or ABR backup, and also performs special
maintenance functions on ABR backups. It is included even for sites licensed only for FDR.

® FDRTSEL is used only with ABR; it automates copying and condensing of ABR backups.

WARNING: Backups created by FDR, FDRDSF, SAR, and FDRABR are in a unique FDR
format and cannot be correctly copied by programs other than FDRTCOPY and FDRTSEL. If
you copy FDR-format backups with any other copy utility, such as the IBM utility IEBGENER,
the copy may appear to be successful but any attempt to restore from the copied backup will
fail. Similarly, programs which transmit files from one computer site to another will usually
corrupt FDR backups. The FATAR Tape utility (another Innovation product) can also copy
FDR backup tapes. If you must copy FDR tapes with other copy or transmission utilities,
please contact Innovation for assistance.

During an actual backup, you can create 1 or 2 copies of the backup file simultaneously. However,
it may be more convenient to create the second copy at a later time, or you may want more than 2
copies. FDRTCOPY can do this.

All backups created by FDR, FDRDSF, FDRABR, or SAR have the same internal format. In its
simplest usage, the FDRTCOPY utility can be used to make an exact copy of any FDR-format
backup. It can also be used to copy backups on disk to tape, or vice versa.

While doing the copy, FDRTCOPY will also validate the internal format of the backup, verifying the
structure of the data blocks and also verifying that all data which is supposed to be on the tape is
actually present and readable.

The data set names and locations of non-ABR backups are totally under the user's control. The
FDRTCOPY JCL for copying non-ABR tapes must point to the input backup, and the name and
location of the copy is also specified in the JCL.

Backups created by FDRABR use special naming conventions, and those backups are recorded by
ABR, in the ABR catalog for full-volume and incremental backups, and in the Archive Control File
for ARCHIVE backups and application backups. The FDRTCOPY and FDRTSEL utilities have
special support for copying ABR backups. They recognize the ABR backup data set names, can
copy multiple backup files from an input backup, and will update the appropriate ABR records to
record the copies.

FDRTSEL automates the copy process, looking up the selected backups in the ABR catalog or
Archive Control File and dynamically allocating the input backups.

FDRTCOPY can also be used to directly copy ABR backups, but the user must point, via JCL, to
the backup file to be copied (or the first file on a backup tape). Innovation recommends the use of
FDRTSEL for most ABR backup copying.

CONTINUED . ..
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FDRTSEL has other important functions for ABR ARCHIVE backups.

® |t automates the movement of expired (or about to expire) ARCHIVE backups on disk to tape.
This is a key step if you have structured your ARCHIVE jobs to place the first copy on disk with a
short term retention (for quick auto-recall) but want to move that copy to tape with a longer
retention when it reaches its first expiration.

® |t can copy your existing ARCHIVE backup tapes and eliminate the backups of disk data sets
which have expired and are no longer needed. The output copy will be significantly smaller than
the original since it will contain only the remaining active disk data sets, and will free up tapes in

your library.

® |t may be used for migration from one type of tape to another, such as 3480 to 3490E or Magstar
(3590). Since the newer tapes hold much more data on a volume, this can also greatly reduce the
number of tape volumes required to hold your archival data.
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The FDR tape copy utility (FDRTCOPY) has been specifically designed to copy FDR-formatted
backups on tape or disk. The FDR format is used by all backups created by FDR, FDRDSF,
FDRABR, or SAR (Stand-Alone Restore). As noted in Section 10.10, FDR backups cannot be
correctly copied by any non-Innovation utilities.

FDRTCOPY may be used to copy any FDR backup, from disk or tape, to disk or tape, optionally
creating a second copy at the same time. Backups in FDR compressed format can be copied, and
FDRTCOPY can create compressed output from uncompressed input, and vice versa. Simple JCL
and control statements are used to specify the input and output backup data sets.

When the input is ABR-created backup or archive files, FDRTCOPY has the ability to:

e Automatically copy multi-file tapes (tapes containing multiple backups or archives stacked on tape
by ABR).

® Create replacement copies of backups, i.e., create and catalog data sets with the same name as
the input.

® Create duplicate copies of backups, i.e., create COPY2 backups from COPY1 input, or vice versa.
® Create additional copies (COPY3 through COPY9) of full-volume and incremental backups.

® Drop expired backup files during a multi-file copy, allowing reduction and consolidation of
incremental and archive files.

® Update the ABR Archive Control File if archive files are copied.

FDRTCOPY will automatically recognize that input backups were created by ABR based on their
format of their data set names. The dsname format of ABR-created backups is described in detalil
in Section 52.05, but briefly it is:

abrindex.Vvolser.xczzzzzz
where "abrindex" is a fixed index (usually "FDRABR"), "volser" is the volume serial of a disk volume,
"X" is "C" for backups and other characters for archives and application backups, "c" is a copy
number (1-9), and "zzzzzz" is variable data. FDRTCOPY gets the usual "abrindex" from the
FDR/ABR Global Option Table, but note that the "abrindex" may be any user-chosen value for
Application Backups (DUMP TYPE=APPL).

FDRTCOPY will do a pattern-match on the input data set name to see if it meets the requirements
for an ABR backup (if you do not wish FDRTCOPY to identify ABR backups, e.g., if you want to
copy an ABR backup to a non-ABR backup name, specify "ABR=NO" on the COPY control
statement). When the input is on tape, the tape label only contains the last 17 characters of the
dsname, so FDRTCOPY cannot verify the "abrindex" and checks only the remainder. If an input file
is identified as ABR-created, the following rules apply (See Section 10.13 for the meaning of the
FDRTCOPY operands):

® the input data set name will always be copied to the output data set (COPYDSN=YES is
assumed). The output name will be identical to the input unless ABRCOPY= and/or ABRCOPY2=
is specified; these operands allow you to change the copy number "c" in the dsname.

@ the output data sets will be cataloged unless CAT= and/or CAT2= is specified (CAT=RECAT is
the default).

o if the input is identified as an archive backup, FDRTCOPY will attempt to update the Archive
Control File to point to the output backup.

o if the end of the last input tape is reached without finding the end of the backup data (as indicated
by internal FDR control blocks), FDRTCOPY will attempt to locate the backup in the ABR catalog
to get the remainder of the backup tape volume serials. This allows you to copy an ABR tape set
while specifying only the first input tape (or first few tapes) in the JCL.

o |f ALLFILES or MAXFILES= is also specified, FDRTCOPY will copy multiple ABR files from the
input tape(s). Since ABR-created backups are normally multi-file, this allows all the backups on a
tape set to be copied without specifying anything except the first file to be copied. If necessary, it
will use the ABR catalog to get the additional tape volsers for each backup, until either the number
of files specified by MAXFILES= has been reached, or a double tape mark (indicating the end of
the tape set) is encountered.

Files which are not identified as ABR-created will not receive this special processing.

CONTINUED . ..
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FDRTCOPY can be used to copy ABR full-volume and incremental backup tapes. The JCL must
point to the input backup (or the first backup on a multi-file tape). Given the nature of the backups
created by ABR, it is not always easy to make up standard JCL to copy the tapes created by ABR
every day, but Section 10.15 contains some sample JCL that can be used to do so.

This might be used to create a duplicate copy in a separate run, rather than using the TAPExx
facility of ABR to create the duplicate at dump time; you might do this if you don't have enough tape
drives or if you are trying to reduce the dump elapsed time. It can also be used to create additional
duplicate copies for offsite storage; ABR supports restoring from copy numbers 3 through 9, but
they can be created only by FDRTCOPY. FDRTCOPY can also be used to recreate a backup from
a duplicate copy when the original has been damaged or lost.

When copying backup files, FDRTCOPY always copies the ABR-created data set name (See
Section 52.05), but the copy number in the name can be changed by using the
ABRCOPY=/ABRCOPY2= operands.

Since ABR uses only the ABR catalog to locate backup subsystem tapes, it is essential that the
output files created by FDRTCOPY be cataloged. The default of CAT=RECAT and CAT2=RECAT
will ensure that the output files are always cataloged; this is especially important when you are
recreating tapes which are already cataloged to different volumes.

FDRTSEL can also be used to automate the copying of ABR incremental and full volume backups.
FDRTSEL can select the backups from the ABR catalog and dynamically allocate the inputs,
eliminating the FDRTCOPY requirement for JCL pointing to the backups. FDRTSEL also has
options for ordering the backups to improve restore performance. See Section 10.15.

FDRTCOPY can be used to copy ABR archive backup tapes. The JCL must point to the input
backup (or the first backup on a multi-file tape); Section 10.14 contains some sample JCL that can
be used to automate these copies.

Archive backups are recorded in the Archive Control File. They may also be cataloged in the ABR
catalog, but ABR does not use the catalog entries for restore unless the backup exceeds 5 tape
volumes. The structure of the Archive Control File only allows copy numbers 1 and 2 to be recorded;
when FDRTCOPY copies an archive backup file and the output file copy number is 1 or 2, it updates
the Archive Control File using this technique:

® The ID of the input file (data set name, tape volser, and file sequence number) are noted.

® The ID of the equivalent output file (name, tape volser, file sequence number, expiration date
and device type) are also noted.

® The Archive Control File is searched for any archive data set which is identified as being
archived on the input file (both COPY1 and COPY2 are checked against the input file ID).

® \WWhen a match is found, the ID of the output file is inserted into the slot for COPY1 or COPY2,
depending on which copy number appears in the output file name.

With this technique, you can create a COPY2 from a COPY1 input, and FDRTCOPY will find the
proper entries from the COPY1 name and add the COPY2 ID. If you are copying an archive tape
using the same copy number, FDRTCOPY will replace the old backup IDs with the new volume
serials, device type, and expiration.

FDRTCOPY will only update the Archive Control File if you point to that file, by providing an
ARCHIVE DD statement, or, if the file to be updated is the one named in the ABR global option
table, by specifying the DYNARC operand.

CONTINUED . ..
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Although FDRTCOPY is capable of moving archive files from disk to tape, the procedure is
laborious so it is not convenient to do so. FDRTSEL is a utility which can automate the process of
copying disk archive files to tape, invoking FDRTCOPY to do the actual move. FDRTSEL is
especially useful if you archive to disk with short-term retention, and want to create tape copies of
those files when they expire.

FDRTCOPY is also capable of moving archive backups from disk to disk, but again the process is
laborious. FDRTSEL can also automate this process.

Documentation on FDRTSEL is found in Section 10.15.

It is possible to use FDRTCOPY to copy backups created by ABR's Application Backup (DUMP
TYPE=APPL), but it is usually not useful. Application backup creates a Control File describing the
backups, similar to the Archive Control File, but the usual process for application backup involves
putting a backup of that Control File as the last file on the backup tape, in order to make that tape
self-contained. FDRTCOPY can copy the backup tapes, and can update the Control File if it is still
on disk, but it cannot update the backup of the Control File on the tape.

If you are using a variation of Application Backup which only creates a disk Control File, you may
use FDRTCOPY on those backup; you will need to provide a ARCHIVE DD statement pointing to
the control file, and you must use the ABRINDEX= operand to specify the high-level index used for
those backups.

FDRTSEL contains features which can be used for copying Application Backups.

Since FDRTCOPY uses standard access methods, all tape devices and disk devices supported by
your operating system are supported by FDRTCOPY. The input and output device types do not
need to be the same, so FDRTCOPY can be used to copy backup data sets from disk to tape, or
from one tape device type or density to another (such as 3400 tape reel to 3490E or Magstar (3590)
tape cartridge). The output files may occupy more or fewer volumes than the original input.
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FDRTCOPY requires the following JCL to execute (See Section 10.14 for examples):

Specifies the program name (FDRTCOPY), and region requirement. A region of 1M is adequate for
all functions.

If required, specifies the load library in which FDRTCOPY resides. It must be an APF authorized
library.

Specifies the output message data set. Normally a SYSOUT data set.

Specifies the abend dump data set. Although not required, we strongly urge you to always include
this DD statement, so that we can help you diagnose error conditions. Usually specifies a SYSOUT
data set.

Specifies the first or only input tape or disk FDR backup data set. If the input is on tape and the
ALLFILES or MAXFILES= are specified, the TAPEIN DD statement must specify all required
information to OPEN the first file to be copied. At least DSN= and DISP= must be given; if the input
data set is not cataloged then UNIT=, VOL=, and possibly LABEL= must also be given.

If a multi-file, multi-volume ABR tape set is to be copied, normally only the first tape volume serial
in the set must be given; FDRTCOPY will locate the additional volumes in the set in the ABR
catalog. However, if some of the backups in the set are no longer cataloged, it may be necessary
to specify all of the volume serials in the VOL= parameter.

On tape, the copy may start at a file other than File 1 by specifying the file number in the LABEL=nn
JCL parameter; however, the full data set name of the first file being copied must always be given.

The ddname 'TAPEIN’ may be overridden by the TAPEIN= parameter on the COPY statement.

Specifies the primary output tape or disk to be created.

The data set name specified will be overridden if COPYDSN=YES is specified on the COPY
statement, or if the first input file is identified as an ABR-created backup. However, a proper data
set name must be given on TAPEOUT or the system may treat this as a temporary data set.

If multiple files are being copied, do not specify "DISP=(NEW,CATLG)"; instead use
"DISP=(NEW,KEEP)" and use the CAT= parameter of the COPY statement to catalog output data
sets.

If more than 5 output tape volumes may be required, you must specify a volume count in the VOL=
parameter, e.g., "VOL=(,,,99)". Innovation recommends always specifying a volume count when the
output is on tape.

You may want to specify the RETPD= or EXPDT= JCL parameters to specify the expiration of the
output file, but note that the EXP= operand in FDRTCOPY may override that expiration. If the output
tapes already contain data, the copy may start beyond the existing files by specifying the starting
file number in the LABEL=n JCL parameter.

If the output is on disk, the DD statement can create the output file (with DISP=(NEW,KEEP) or
(NEW,CATLG) and SPACE=) or can refer to an existing output file (DISP=0OLD). However,
remember that if COPYDSN=YES is specified (see the next section), the data set name copied from
the input is the name that must exist on the output disk.

TAPEOUT may be DUMMY; TAPEIN will still be read. This is useful to verify the readability of the
input files, since FDRTCOPY will validate the contents and format of the backup file (Note: if the
input file is compressed, specify COMPRESS=NONE for full validation).

The DDNAME 'TAPEOUT’ may be overridden by the TAPEOUT= parameter on the COPY
statement.

CONTINUED . ..
-132 -



FDRTCOPY JCL REQUIREMENTS 10.12
10.12 CONTINUED ...

TAPE20OUT DD (Optional) Specifies that a second output copy is to be created. All comments about 'TAPEOUT’
STATEMENT above apply to TAPE20OUT'. The ddname 'TAPE20OUT’ may be overridden by the TAPE20OUT=
parameter on the COPY statement. If a TAPEOUT2 DD is present, it will be treated as an alias for
TAPE20UT. If the TAPE20OUT and TAPEOUT2 DDs are omitted, then the TAPEOUT file will be
the only copy created.

ARCHIVE DD (Optional) Specifies the ABR Archive Control File. If ABR-created ARCHIVE backups are copied,

STATEMENT this DD statement is required if the Control File is to be updated to point to the new copies unless
the DYNARC parameter is specified on the COPY statement. COPYDSN=YES must be specified
if the Archive Control File is to be updated for the first file copied. The ddname 'ARCHIVE’ may be
overridden by the ARCDD= parameter on the COPY statement.

NOTE: If both the ARCHIVE DD statement and the DYNARC parameter are omitted when an
ARCHIVE backup is copied, the Archive Control File will not be updated with the information about
this copy. This backup can only be restored using the TAPEDD option of the RESTORE
TYPE=ABR command.

SYSIN DD Specifies the control statement data set. Usually an input stream or DD * data set.
STATEMENT
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COPY The COPY control statement must be present for FDRTCOPY to execute. However, all parameters
STATEMENT are optional.

SYNTAX COPY ABR=YES|NO ,EXP=NO|COPY|DROP|JCL

,ABRCOPY=SAME|FLIP|n LASTAPE=dsname
,ABRCOPY2=SAME|FLIP|n

MAXERR=nn
,ABRINDEX=prefix

,NEWABRINDEX=prefix

LALLFILES

,MAXFILES=nn ,PRINT=DSN
,ARCBDSN=dsname ,SIMULATE
,ARCDD=ddname , SMSEXPIRE=YES
,/ARCEXPIRE=UPDATE|KEEP|NOT99000 ,TAPEIN=ddname
,CAT=NO|YES|RECAT ,TAPEOUT=ddname

,CAT2=NO|YES|RECAT

,TAPE20OUT=ddname
,COMPRESS=ALL|COPY1|COPY2|NONE

,TAPERRCD=NO
,COPYDSN=YES

,TAPEXP=EXPDT|RETPD
,DROP=(EXPIRE,ARCBDSN,LASTAPE)

,DYNARC
,NODYNARC

OPERANDS ABR= YES - specifies that FDRTCOPY will look for and recognize ABR-created input
files by the format of their data set names and invoke special processing for
such files. See Section 10.11 for details.

NO — specifies that FDRTCOPY will not recognize ABR formatted names on the
input. NO should be used if you wish to copy ABR-created backups to non-ABR
data set names.

Default is YES.

ABRCOPY= If an input file is recognized as an ABR-created file these parameters control the
ABRCOPY2= copy number in the data set names of the equivalent output files.
ABRCOPY= controls TAPEOUT, ABRCOPY2=is for TAPE20OUT (if present).
The copy number is the digit in the second position in the last level of the data
set name.
SAME - specifies that the copy number is not modified.
FLIP — indicates that it will be "flipped" to COPY 2 if COPY 1 is input, or to 1 if
COPY 2 is input; this is especially useful for creating a second copy for offsite
storage.
'n’ is a single digit from 1 to 9 and sets the copy nhumber. Incremental backups
may have COPY 1 through 9 recorded in the ABR catalog, but archive backups
may only have COPY 1 or COPY 2 recorded in the Archive Control File. These
parameters may not be used with disk output.

Default is SAME.

CONTINUED . ..
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Specifies the high level qualifier or prefix to be used in determining the fully-
gualified data set name of ABR-created backup files. ABR files have a fixed
naming convention (See Section 52.05) and FDRTCOPY supplies the hi-level
index from the FDR/ABR Global Option Table.

But Application Backups (DUMP TYPE=APPL) may use a different prefix. To
use FDRTCOPY to copy these application backups and recognize them as
ABR files, you can specify ABRINDEX=userindex, where the 'userindex’ is the
first level qualifier of the application backup data set name.

ALLFILES - requests that all files on the input tape volumes be copied; the
copy ends when the last file or last volume is detected (double tape mark or
end of volume list).

MAXFILES=nn — requests the same processing except that no more than 'nn’
files will be copied.

For files beyond the first, COPYDSN=YES is forced.

These parameters may not be used with disk input or output.

Default is to copy one file.

Specifies a data set name (up to 44 characters). The last 17 characters of the
name will be compared to the dsname in tape labels on the input tapes to
identify backup control files created by the ABR option ARCBACKUP=DSF (See
Section 51). If the name ends in ".GO000V00", then the comparison will match
on any GDG generation (any values in place of the zeros). The full dsname will
be used to open the input file and the equivalent file on the output tape. If the
DROP=ARCBDSN option is specified, these files will not be copied to the output
tape. If omitted, no check for ARCBACKUP=DSF files will be done.

Specifies the DDNAME of the ABR Archive Control File. If ABR archive files are
copied by FDRTCOPY, this DD statement must be present for the Archive
Control File to be updated, unless DYNARC is specified.

Default is ARCHIVE.

When Archive or Application Backup files are being copied, this operand
controls what expiration date will be recorded in the Control File for the output
files created. See the "EXP=" operand for an explanation of how the expiration
date of each output file is calculated.

UPDATE - specifies that the Control File will be updated with the new
calculated expiration date.

KEEP - specifies that the expiration date currently recorded in the Control File
will be left undisturbed. However, if the backup being recorded does not already
exist (such as creating anew COPY 2 from a COPY 1), the calculated expiration
will be recorded.

NOT99000 - if the expiration of the output file is 99000 (tape management
catalog control), operate as if KEEP was specified, otherwise operate like
UPDATE. This should be used if you keep your tapes under catalog control but
record an actual expiration date in the Control File.

Default is UPDATE.
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These two parameters control cataloging of data sets written by FDRTCOPY
onto TAPEOUT and TAPE20UT, respectively. Cataloging will be done only if
the full data set name is known, i.e., if the first data set is being copied, if the
original name was 16 characters or less, or if the data set was an ABR-created
backup. When copying archive backups, the output file will be cataloged only if
the equivalent input file was cataloged.

NO - inhibits cataloging.

YES — will cause the output data sets to be cataloged unless the name is
already cataloged.

RECAT - catalogs even if it is already cataloged (updates the catalog).

NOTE: If both CAT= and CAT2= request cataloging, but the data set name on
both output files is the same, only the data set on TAPEOUT will be cataloged.

Default is NO, except that if ABR=YES is in effect and the input file is identified
as an ABR-created backup, the default is RECAT. If CAT= is specified but
CAT2=is not, and there is a TAPE20OUT DD present, the default for CAT2= will
be the value specified for CAT=. (see note at end of section)

ALL — specifies that all output backups will be in FDR compressed format.
COPY1 — causes only backups on TAPEOUT to be compressed.

COPY2 — causes only backups on TAPE20OUT to be compressed.

NONE - inhibits compression of any output.

Default is ALL if TAPEIN data is compressed, NONE if it is not.

NOTE: if the input file is compressed, and all output files are also compressed,
then FDRTCOPY copies the data blocks without first decompressing and
recompressing them, to reduce CPU time. However, in this case, some of the
validation normally done by FDRTCOPY will be bypassed.

YES - specifies that for the first or only data set copied, the
TAPEOUT/TAPE20UT data set name will be the same as the input name (if an
ABR-created file, the copy number may be modified if the
ABRCOPY=/ABRCOPY2= parameters are present). The data set name is
always copied for all files other than the first when using
ALLFILES/MAXFILES=.

Default is to use the data set name on the TAPEOUT/TAPE20OUT DD
statement. However, if ABR=YES is in effect and the first input file is identified
as an ABR-created backup, COPYDSN=YES is forced. (see note at end of
section)

Specifies conditions under which certain files on the input tapes will not be
copied to the output.

EXPIRE - specifies input files which have reached their expiration dates (as
recorded in the input tape label or disk DSCB) will not be copied (if the
expiration on the input tape label is '99000’, the data set will be considered
expired if it is not cataloged, except for archive backup files which may not be
cataloged).

ARCBDSN - if the ARCBDSN= operand described above is also specified, any
ARCBACKUP=DSF files identified on the input tape will not be copied to the
output tape.

LASTAPE - if the LASTAPE= operand described below is also specified, any
LASTAPE files identified on the input tape will not be copied to the output tape.

You may specify any or all of the values of DROP=, placing them in parentheses
if more than one is present, e.g., DROP=(EXPIRE,LASTAPE)

CONTINUED . ..
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DYNARC —requests that the ABR Archive Control File named in the FDR/ABR
Global Option Table be dynamically allocated for updating if Archive backups
are copied.

NODYNARC - specifies that the Archive Control File will not be updated unless
an ARCHIVE DD statement is present.

If NODYNARC is specified, no ARCHIVE DD is supplied, and Archive backups
are being copied, a warning message will be issued to document that no Control
File is being updated, which may make the backup copies unusable.

Default is NODYNARC. However, if ABR=YES is in effect, the input file is
identified as an ABR-created Archive or Application Backup and no ARCHIVE
DD statement is supplied, DYNARC is the default. (see note at end of section)

Controls how FDRTCOPY will calculate the expiration date of output files. Also
see the TAPEEXP= operand.

NO — specifies that no expiration date processing will be done; the expiration
date of output files will be obtained from the RETPD= or EXPDT= operands on
the TAPEOUT/TAPE20UT DD statements; if not specified there, an expiration
date of 00.000 (already expired) will be assumed even though your operating
system or tape management system may provide other defaults.

COPY —requests that the expiration date of each output file will be copied from
the equivalent input file (from the tape label or disk DSCB).

DROP - is the same as COPY, except that input files whose expiration dates
have been reached will not be copied. Although this option is still supported, we
recommend using the DROP=EXPIRE operand in its place.

JCL —if a RETPD= or EXPDT= operand is specified on the TAPEOUT or
TAPE20UT DD statement, it will be honored. Otherwise, the expiration date will
be copied from the equivalent input file (from the tape label or disk DSCB).
EXP=is supported for disk input. For disk output, the expiration will not be
copied regardless of the EXP= operand.

NOTE: FDRTCOPY can copy only the expiration date recorded in the tape label
or disk DSCB when the data set was created. Expirations that were changed in
the Control File with the FDRARCH utility or changed in your tape management
system are not known to FDRTCOPY.

Default is JCL.

Specifies a data set name (up to 44 characters). The last 17 characters of the
name will be compared to the dsname in tape labels on the input tapes to
identify dummy files created by the ABR option LASTAPE (See Sections 50 and
51). The full dsname will be used to open the input file and the equivalent file on
the output tape. If the DROP=LASTAPE option is specified, these files will not
be copied to the output tape. If omitted, no check for LASTAPE files will be
done.

Specifies the number of input file I/O errors and the number of block length
errors that may occur before FDRTCOPY will abend the copy function (the
count for these two conditions is maintained separately).

Default is 10 errors.

When ABR=YES is in effect, and the input file is identified as an ABR-created
backup, this specifies that FDRTCOPY will replace the high-level index of the
output data set name (the "abrindex") with the specified value (1 to 8
characters). This is intended for use with Application Backups (DUMP
TYPE=APPL).

CONTINUED . ..
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DSN - specifies that FDRTCOPY is to list the names of the data sets and ICF
VSAM components that are present in the backup file being copied.

Default is not to list those names.

Specified that FDRTCOPY is to only validate all operands on the COPY
statement. No input or output files will be opened.

Only honored when ABR=YES is in effect and the input file being copied is
identified as an ABR-created Archive backup. This is primarily for use when
FDRTCOPY is called by FDRTSEL.

YES — causes the expiration date of the output file in the Archive Control File to
be copied from the expiration of the existing COPY 2 of the same backup. This
is designed to be used with Archive backups created with the ABR option
SMSEXPIRE=YES, which sets the COPY 1 and COPY 2 expirations from SMS
management class parameters. When the COPY 1 on disk (expiration set from
LEVEL 1 DAYS NON USAGE) is moved to tape, it gets the same expiration as
the COPY 2 (which was set to the final expiration of the archive). The actual
expiration of the output backup file on tape should be set by EXPDT= or
RETPD= to a value larger than any of the individual expirations (or perhaps
EXPDT=99000 for catalog control).

Overrides the TAPEIN DDNAME.
Overrides the TAPEOUT DDNAME.
Overrides the TAPE20OUT DDNAME.

NO — Specifies that output tape I/O errors, if recovered by forcing a new output
volume, will not cause any error indication at FDRTCOPY termination.

Default is output tape 1/O errors cause a U0888 abend at step termination,
although the copy may complete successfully.
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When copying the expiration of an input tape to an output tape (see EXP=),
FDRTCOPY may not be able to tell if the expiration date recorded in the tape
label is a real expiration date, or was a keyword meaningful to a tape
management system. This operand tells FDRTCOPY how to handle the copied
expiration date.

EXPDT - specifies that FDRTCOPY will pass the input expiration date to the
output tape as if EXPDT= was specified. For dates prior to 1997 or past 1999,
these should be treated by your tape management system as a real date, but
for dates in the range of 1998 to 1999 (and perhaps 1997 for CA-TLMS), they
may be treated as keywords with special meanings.

RETPD - specifies that FDRTCOPY will pass all the input expiration dates to
the output tape as if RETPD= was specified. This means that your tape
management system will treat them all as real expiration dates (with the
possible exception of xx000 expirations).

The default is RETPD unless the expiration date being passed is 99000 (tape
management catalog control) when EXPDT is assumed. Since keyword dates
other than 99000 are rarely used with ABR, this default is usually the correct
choice. Override it only when you know that the default will not give correct
results.

NOTE: The defaults for the CAT=, CAT2=, COPYDSN=and DYNARC operands have changed
for FDRTCOPY V5.2 level 60 when ABR=YES is in effect and the input file is identified as an
ABR-created backup. These defaults are different from V5.2 and earlier releases. However,
Innovation feels that these changed defaults reflect the way that FDRTCOPY is used most
of the time; i.e., that these operands are almost always specified when copying ABR
backups, and that incorrect results can occur if they are omitted. These changes will prevent
errors and reduce the required operands for many operations.

REVISED AUGUST, 1996
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Copy a FDR or DSF backup data set. UNIT=and VOL=SER= are specified, but if the input backup
was cataloged, they could be omitted; in that case the backup could be on tape or disk. If the backup
occupied multiple tape volumes, VOL=SER=(vol1,vol2.,,) would be specified. Since
COPYDSN=YES is NOT specified, the data set name on the TAPEOUT DD statement will be used.
TAPEOUT specifies a volume count in case more than 5 output tape volumes are required.

//FDRTCOPY EXEC PGM=FDRTCOPY ,REGION=1M

//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//TAPEIN DD  DSN=FDR.BACKUP,DISP=0LD,
Vo4 UNIT=TAPE, VOL=SER=B00023
//TAPEOUT DD  DSN=FDR.COPY,UNIT=TAPE,
Vo4 DISP=(NEW,KEEP) ,VOL=(, , ,255)
//SYSIN DD *

COPY
/*

Copy an ABR-created incremental backup tape, creating one copy which will replace the original,
and a second copy which will be cataloged as a COPY2. ABRCOPY 2=FLIP requests that the data
sets on TAPE20OUT have their copy numbers "flipped”, in this case from COPY1 to COPY2.
CAT=RECAT and CAT2=RECAT is assumed so the COPY 1 files will replace the original files in the
catalog, and the COPY 2 files will be cataloged. EXP=JCL is assumed, but since there is no
expiration or retention specified in the JCL, the original expiration dates of the input files are copied
to the output tapes. The first backup to be copied is located through the ABR catalog, since UNIT=
and VOL=are not specified. Since ALLFILES is specified, all of the backups on the tape set, starting
with the specified backup, are copied. If the backups extended to multiple tape volumes,
FDRTCOPY will locate the additional volumes through the ABR catalog and automatically call for
them to be mounted.

//FDRTCOPY EXEC PGM=FDRTCOPY ,REGION=1M

//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//TAPEIN DD  DSN=FDRABR.VSYSRES.C1000101,DI1SP=0LD
//TAPEOUT DD
DSN=DUMM1,UNI1T=3480,VOL=(, , ,255) ,DI1SP=(NEW,KEEP)
//TAPE20UT DD
DSN=DUMMZ2 ,UNI1T=3480,VOL=(, , ,255) ,D1SP=(NEW,KEEP)
//SYSIN DD  *

COPY ALLFILES, ABRCOPY2=FLIP
/*

CONTINUED . . .
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Copy a multi-volume ABR archive tape (which is probably also multi-file), creating a "COPY1" from
a "COPY2" tape, and update the ABR Archive Control File (archived data sets cannot be easily
restored from archive tapes unless the Control File is updated). ABRCOPY=FLIP causes the copy
number in the input file to be changed from "2" to "1". LABEL=RETPD=90 causes the expiration
date of the output file, in the tape labels, the Archive Control File, and the tape management system
(if any) to be set to 90 days from today. The ARCHIVE DD statement is necessary for Archive
Control File updating unless DYNARC is specified. Even though multiple volumes are to be copied,
only the first volume serial needs to be specified on the TAPEIN DD statement; in most cases,
FDRTCOPY can locate the other volumes required from the ABR catalog.

//FDRTCOPY EXEC PGM=FDRTCOPY ,REGION=1M
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//ARCHIVE DD  DSN=FDRABR.ARCHIVE,DISP=SHR
//TAPEIN DD  DSN=FDRABR.VTSO001.B296120A,UNIT=CART,
Vo4 VOL=SER=A00021 ,DI1SP=(OLD,KEEP)
//TAPEOUT DD  DSN=DUMML,UNIT=TAPE, LABEL=RETPD=90,
Vo4 DISP=(NEW,KEEP) ,VOL=(, , ,255)
//SYSIN DD *

COPY ALLFILES, ABRCOPY=FLIP
/*

An ABR tape (backup or archive) has been damaged or lost, so its duplicate copy is copied to
recreate it. Even though only one volume of a multi-volume backup is damaged it is easiest to
recreate the entire set of volumes. ABRCOPY=FLIP causes the copy nhumber to "flip" from the good
copy that of the copy being replaced. EXP=JCL is assumed but since no expiration is specified it
copies the expiration date from the input files. This example shows reading a COPY2 archive to
recreate a COPY1, but the input could be COPY2 or could be a backup. The DYNARC operand will
cause the Archive Control File to be updated to point to the new copy, if the input is an archive tape.

//FDRTCOPY  EXEC PGM=FDRTCOPY ,REGION=1M
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//TAPEIN DD  DSN=FDRABR.VTS0001.B290020A,UNIT=TAPE,
Va4 VOL=SER=A00079,DISP=(0LD,KEEP)
//TAPEOUT DD  DSN=DUMML1,UNIT=TAPE,
Vo4 DISP=(NEW,KEEP) ,VOL=(, , ,99)
//SYSIN DD *

COPY ALLFILES,ABRCOPY=FLIP,DYNARC
/*

Copy a sequential disk FDR backup file to tape. The DISP= parameters shown will cause the disk
file to be deleted and the tape copy to be cataloged if the copy is successful.

//FDRTCOPY EXEC PGM=FDRTCOPY ,REGION=1M
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//TAPEIN DD DSN=FDR_.BACKUP .VPRODO3,
7/ DISP=(OLD,DELETE,KEEP)
//TAPEOUT DD DSN=FDR .BACKUP .VPRODO3,UNIT=TAPE,
7/ DISP=(NEW, CATLG,KEEP)
//SYSIN DD *
COPY
/*

CONTINUED . . .
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FDRTCOPY requires that the full data set name of the first data set to be copied be provided. The
naming convention for ABR-created backup data sets causes the data set names to change with
every ABR run, so a daily FDRTCOPY job would need to be manually updated every day. The
following example is a technique to automate the copying of these tapes and avoid having to
manually update JCL for each run.

FDRTCOPY can copy a file that was not created by FDR or ABR as long as it is empty, containing
no records. These empty files will be copied but will not be cataloged, and will not generate an error.
You can create an empty file of a known name as the first file on the ABR tape, using IEBGENER,
and use that name in the FDRTCOPY JCL. In this example, the dummy file is a GDG, so the
appropriate GDG index must be created beforehand; a non-GDG could also be used.

Note that if an ABR begins over on a new scratch tape (as after an abend of a backup task, or if the
MAXFILES= value is reached) the files created after that point will NOT be included in the copy
created by FDRTCOPY.

Changes to the Backup JOB.

//* Create a Dummy data set as Ffirst file on tape
//DUMMYFIL EXEC PGM=I1EBGENER

//SYSPRINT DD SYSOoUT=*

//SYSIN DD DUMMY

//SYSUTL DD DUMMY , DCB=(RECFM=FB ,BLKS1ZE=80)
//SYSUT2 DD DSN=FDRABR .DUMMY .BKUP(+1),

// UNIT=TAPE,DISP=(,CATLG) ,VOL=(,RETAIN)
/7> Do an ABR Backup, starting at second file
//ABRSTEP EXEC PGM=FDRABR

//TAPE1 DD DSN=FDRABR .DUMMY1 ,VOL=REF=*_.DUMMYFIL.SYSUT2
Va4 LABEL=(2,SL) ,DISP=(,KEEP)

//* (remainder of ABR job step)

Changes to the FDRTCOPY JOB.

//* Copy current backups relate to
the dummy
// cataloged data set.
//TCOPY EXEC PGM=FDRTCOPY , REGION=1M
//SYSPRINT DD SYSOUT=*
//TAPEIN DD DISP=0LD, DSN=FDRABR .DUMMY . BKUP (O)
//TAPEOUT DD DSN=DUMM1,UNIT=TAPE,
7/ DISP=(NEW,KEEP) ,VOL=(, , ,99)
//SYSIN DD >
COPY ALLFILES,ABRCOPY=2
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10.15 FDRTSEL INTRODUCTION

FUNCTION FDRTSEL automates the function of copying and moving ABR backup files.

For ARCHIVE backups:

e |f you ARCHIVE with one copy to disk, FDRTSEL can move those disk archive backups to tape
when they have reached (or are about to reach) their expiration dates, assigning the new tape
copy a longer expiration. This allows you to create "level 1" archives on disk for quick recall, and
later migrate them to "level 2" tape for longer retention. Criteria other than expiration date can be
used when selecting backups for migration.

® FDRTSEL can be used to move archive backups from one media to another, such as disk to disk,
tape to tape, or disk to tape.

® FDRTSEL can be used to recycle or consolidate archive tapes, by eliminating the archive backups
of disk data sets that are no longer required (such as those that are expired, deleted, or recalled).
It produces a set of output tapes which are smaller and use fewer volumes than the original,
reducing the size of the archive tape library.

® FDRTSEL can create COPY 2 backups from COPY 1 if they were not created at ARCHIVE time,
and can recreate one copy from the other if a copy is damaged or lost.

For Full-volume and incremental backups:

® Incremental and full-volume ABR backups can be copied. You can use this to create COPY 2
backups from COPY 1 if they were not created at backup time. Additionally, FDRTSEL can create
extra off-site copies (3-9) and can recreate a copy from another if a copy is damaged or lost.

® FDRTSEL can be used to organize a generation's worth of backups for one or more disk volumes
in order to minimize tape handling during disaster/recovery restores.

FUNCTIONAL FDRTSEL internally invokes FDRTCOPY (See Section 10.11) to copy individual backups, but it
DESCRIPTION automates selection and allocation of input files.

If copying or moving ARCHIVE files, FDRTSEL first invokes an ARCHIVE utility to scan the Archive
Control File and select the archive backups that meet the user-specified selection criteria. It then
allocates the first selected archive backup to the TAPEIN DDNAME and invokes FDRTCOPY to
copy the archive backup to TAPEOUT (and TAPE20UT), and to update the Archive Control File to
reflect the new archive backup volumes. If the input backup is on disk, a successfully copied backup
may optionally be scratched (and uncataloged if appropriate). The above process is repeated for
each selected archive backup.

If copying ABR incremental or full volume backups, FDRTSEL first invokes an ABR catalog
processor to select the backups that meet the user specified selection criteria. FDRTSEL then
allocates the first selected ABR backup file to the TAPEIN DDNAME and invokes FDRTCOPY to
copy the BACKUP file to TAPEOUT (and TAPE20OUT), and to catalog the created copies in the
ABR catalog. The above process is repeated for each selected ABR incremental or full volume
backup.

FEATURES These features of FDRTSEL enhance its utility. Some of them were available in earlier releases of
FDRTSEL, but may have been enhanced.

® ARCEDIT — when copying ARCHIVE backups, allows a partial copy of the Archive backup files
by selecting or excluding certain of the original archived disk datasets (usually excluding expired
datasets).

® LAST TAPE - allows you to add new files onto a tape created by a previous execution of
FDRTSEL.

® DISK OUTPUT - allows FDRTSEL to copy backups from disk to disk. Can be used to move
backups to new volumes, to convert the backups to a new device type (such as 3380 to 3390) or
can be used in conjunction with ARCEDIT to reduce the size of the backups.

® CHECKPOINT/RESTART - allows long-running FDRTSEL jobs to be restarted after a failure or
interruption.

® CONSOLE CONTROL - allows FDRTSEL to be interrupted gracefully (between backups) via a
console command.
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FDRTSEL JCL REQUIREMENTS 10.16

FDRTSEL JCL REQUIREMENTS
FDRTSEL requires the following JCL to execute:

Specifies the program name (FDRTSEL) and region requirement. The recommended region size is
4M or larger.

If required, specifies the load library in which FDRTSEL resides. It must be an APF authorized
library.

Specifies the output message data set. Normally a SYSOUT data set.

Specifies the abend dump data set. Although not required, we strongly urge you to always include
this DD statement, so that we can help you diagnose error conditions. Usually specifies a SYSOUT
data set.

Must not be present. It will be dynamically allocated by FDRTSEL.

Specifies the destination for the primary or only output copy to be created by FDRTSEL. The
ddname 'TAPEOUT’ may be overridden by the TAPEOUT= parameter on the COPY statement.

SIMULATION: If CONTROL SIM is specified, you may omit TAPEOUT or specify it as:
//TAPEOUT DD DUMMY

TAPE OUTPUT: If outputting to tape or cartridge, specify:

UNIT=  specify a generic (e.g., 3490) or esoteric (e.g., CART) name to allocate the type of tape
drive desired. If you have sufficient tape drives available, specifying a unit count of 2 (e.g.,

UNIT=(3490,2)) may reduce elapsed time.

DISP=(NEW,KEEP) — do not specify CATLG since FDRTSEL handles cataloging of output files
internally.

VOL= specify a volume count (e.g., VOL=(,,,255)) to prevent FDRTSEL from abending if more
than 5 tape volumes are required. If no volume serials are specified, FDRTSEL will call
for scratch tapes; this is recommended; however, you may specify up to 255 tape volume

serials.

LABEL= you may want to specify RETPD=nnn or EXPTD=yyddd to provide the expiration date of

the backups. See the EXP= parameter in Section 10.13 for details on handling of
expirations.

If multiple backups are copied, FDRTSEL will create multiple files on the tape (or tape aggregate if
more than one tape volume is used).

EXAMPLE : //TAPEOUT DD  DSN=ABR1,UNIT=3490,DISP=(NEW,KEEP),
Vo4 VOL=(, , ,255) , LABEL=EXPDT=99000

CONTINUED . . .
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TAPEOUT DD LAST TAPE OPTION: The LAST TAPE option of FDRTSEL allows you to add backup files to a tape
STATEMENT created by a previous FDRTSEL step (even if that step is in another job and even if it was run on a
(Continued) previous day). This option is controlled entirely through JCL. To request LAST TAPE, the

TAPEOUT DD is similar to that described above except that you specify:

DSN= any name that includes an index level of "LASTAPE". You may have multiple LASTAPE
files for various purposes. This name will be cataloged to record the tape volume serial
and file number where FDRTSEL is to start its output.

DISP=(MOD,KEEP) - this tells FDRTSEL to locate the LASTAPE file in the catalog, verify that the
file exists on the output tape, and begin outputting to the tape at that point. If the name is
not cataloged, FDRTSEL will call for a scratch tape and begin at file 1. Also, if you specify
NEW instead of MOD, FDRTSEL will ignore the LASTAPE file and use scratch tapes (but
it will still record the LASTAPE for future use).

VOL= volume serials should not be specified, but the volume count should be given.
EXAMPLE: //TAPEOUT DD DSN=TECH_.LASTAPE.COPY1,

7/ UNIT=3490,DISP=(MOD,KEEP),

Va4 voL=(, , ,255), LABEL=EXPDT=99000

DISK OUTPUT: You may request that FDRTSEL copy the backups to disk. This is usually used with
ARCHIVE backups, not full-volume or incremental backups. Disk output can only be requested if
the input backup files are also on disk. In this case the TAPEOUT DD is used only to specify one
or more disk volumes on which the backups will be placed; FDRTSEL will internally allocate the
required backup files on those output disks.

To request disk output, specify the UNIT= device type, DISP=0OLD, and VOL=SER= one or more
disk volume serials, e.g.,

//TAPEOUT DD UNIT=3390,DISP=0OLD,VOL=SER=CARC001,ARC002,ARC003)
Alternately, you may catalog a dummy dataset to a set of output volumes and refer to that name in
the JCL (remember that the name itself will not be used, only the volser list it points to), e.g.,

//TAPEOUT DD DISP=0OLD,DSN=FDRABR.POOLDISK
NOTE: output disk volumes cannot be SMS-managed.

TAPE20OUT DD (Optional) Specifies the duplicate output tape or disk copy to be created. All comments about
STATEMENT 'TAPEOUT above apply to TAPE2OUT.

The ddname 'TAPE20OUT’ may be overridden by the TAPE20OUT= parameter on the COPY
statement. If a TAPEOUT2 DD is present, it will be treated as an alias for TAPE20OUT. If the
TAPE20UT and TAPEOUT2 DDs are omitted, then the TAPEOUT file will be the only copy created.

ARCHIVE DD Specifies the ABR Archive Control File to be used to identify archive backups to be copied when
STATEMENT SELECT ARCHIVE is used. This ARCHIVE file will also be updated to reflect the results of the copy.
If omitted, the DYNARC option will be assumed.

TSELCKPT DD (Optional) Specifies the Checkpoint recovery file. Its usage is described in Section 10.22. If
STATEMENT included, it should be allocated with JCL similar to:

//TSELCKPT DD DSN=PROD.TSEL.CHECKP,UNIT=DISK,SPACE=(CYL, (2,1)),
Vo4 DISP=(MOD,CATLG)

This will create and catalog the file if it does not exist, and will use it if it does exist. If the file is new
or empty, FDRTSEL will write checkpoint information to it. But if it is not empty at initialization,
FDRTSEL will automatically perform a restart. If FDRTSEL completes successfully, it will rewrite
the file as empty, ready for the next FDRTSEL execution.

CONTINUED . ..
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FDRTSEL JCL REQUIREMENTS 10.16

SYSIN DD  Specifies the control statement data set. Usually an input stream or DD * data set.

STATEMENT

RETURN FDRTSEL will end with a return code as shown in this table:

CODES
0 (zero)

All Functions ended normally

4

All completed functions ended normally, but FDRTSEL was terminated
prematurely because of the MAXFILES= operand (on the CONTROL
statement) or because of a STOP console command.

8

An error occurred (other than a FDRTCOPY error).

12

An FDRTCOPY error occurred

If no backups match the selection criteria, FDRTSEL will end with return code of 8, unless
SELTERR=NO is specified. If SELTERR=NO, FDRTSEL will end with return code of 0 when there
are no matching backups.
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FDRTSEL CONTROL STATEMENTS

FDRTSEL accepts three primary control statements. These statements cannot be repeated. Each
statement can only appear once within a given execution of FDRTSEL.

® COPY or MOVE - Specifies FDRTCOPY output processing options. MOVE also causes input
disk files to be scratched.

® SELECT — Selects ABR files to be processed.

® CONTROL - Specifies additional FDRTSEL options. Can be used to indicate simulation mode.
CONTROL is optional.

The SELECT statement identifies backup data sets to be copied or moved in ONLY ONE of three
modes:

SELECT ARCHIVE is used to copy or move whole archive backup data sets. The SELECT
ARCHIVE statement invokes FDRABRP to generate a list of backup data sets to be processed. All
FDRABRP options available to PRINT ARCHIVE are honored by the SELECT ARCHIVE
statement.

SELECT ARCEDIT is identical to the SELECT ARCHIVE statement with one major difference. With
SELECT ARCEDIT, only the specifically requested individual data sets from the selected backup
file get copied.

SELECT CATLG is used to copy ABR full-volume and incremental backup files. This statement
creates a backup selection list by processing the ABR catalog.
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10.18 FDRTSEL COPY/MOVE STATEMENT

COPY/MOVE The COPY or MOVE statement must be present. The MOVE statement can be used only with disk
STATEMENT input; it causes the input backup file to be scratched (and uncataloged if appropriate) after it is
successfully copied. COPY can be used with either disk or tape input, and it does not disturb the
input backup; however, depending on your options, the output backup will may be cataloged in
place of the input.

SYNTAX COPY ,/ABRCOPY=SAME|FLIP|n ,MAXERR=nn
MOVE ,/ABRCOPY2=SAME|FLIP|n
,NEWABRINDEX=prefix
,ABRINDEX=prefix

,PRINT=DSN
,LARCEXPIRE=UPDATE|KEEP|NOT99000

,SIMULATE
,CAT=NO|YES|RECAT
,CAT2=NO|YES|RECAT ,SSMSEXPIRE=YES
,COMPRESS=ALL|COPY1|COPY2|NONE ,TAPEOUT=ddname
,DYNARC ,TAPE20UT=ddname

,NODYNARC

,TAPERRCD=NO
,EXP=NO|COPY|DROP|JCL

,TAPEXP=EXPDT|RETPD

All of the operands of COPY and MOVE shown above are also operands of the FDRTCOPY COPY
statement; they will actually be passed to FDRTCOPY when itis invoked by FDRTSEL. Please see
Section 10.13 for the descriptions of these operands.

However, note these differences:

® Only those operands shown above are supported by FDRTSEL. Other FDRTCOPY operands
documented in Section 10.13 are not supported and should not be specified.

e |f SELECT CATLG is used, the default for ABRCOPY=is set by the IFNOCOPY= or COPY=
operands on that statement.

o |fthe SIM operand on the CONTROL statement is specified (See Section 10.21), then FDRTSEL
will not even call FDRTCOPY. If that operand is not specified, but the SIMULATE operand is
specified on the COPY/MOVE statement, FDRTSEL will allocate all of the required input files and
invoke FDRTCOPY but FDRTCOPY will only validate its operands and exit.

® You should usually not specify the EXP= operand. For disk-to-disk MOVEs, EXP=NO will result
in incorrect operation (EXP=COPY is the default in that case). For all other operations, the default
of EXP=JCL will usually result in the correct results.
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FDRTSEL SELECT ARCHIVE/ARCEDIT STATEMENT

NOTE: Only one form of the SELECT statement can be used per execution of FDRTSEL. Only one
SELECT ARCHIVE, SELECT ARCEDIT or SELECT CATLG statement can be present in a given
job step.

The SELECT ARCHIVE statement is used to specify the criteria for selection of the archive backup
data sets to be copied or moved. The most of the operands of the SELECT ARCHIVE statement
are identical to the PRINT ARCHIVE statement of FDRABRP (See Section 53.05) with the following
restrictions and additions:

® The IFONLYCOPY= operand limits the selection of the archive backups to those backups for
which the other copy does not exist;

® The COPY= or IFONLYCOPY= operand must be specified to indicate which copy of the backup
is to be processed.

® The BKDEVTYP=and BKVOL= operands may be used to select based on the backup type and/or
volume serials.

FDRABRP will be internally invoked to process the Archive Control File and select archived data
sets according to the operands you specify. If multiple selection criteria are specified, only those
archived data sets which match all of them are selected. Note that if any one archived data set in a
given archive backup is selected, the entire backup will be processed.

The SELECT ARCEDIT statement can be used instead of the SELECT ARCHIVE statement. The
ARCEDIT function operates exactly the same as the SELECT ARCHIVE, with the only exception
being that it "edits" the archive backup file written to TAPEOUT to include only the archived data
sets that were selected from the Archive Control File. ALL other keywords and functions are
identical to the SELECT ARCHIVE statement.

SELECT ARCHIVE|ARCEDIT ,PDATE=yyddd
S ,PDAYS=nnnn
,/ADATE=yyddd
,RESTORED=YES|NO
,BKDEVTYP=DISK|TAPE|ANY

,SDATE=yyddd
,BKVOL=(vwWVWV,...,VWWWVWV) ,SDAYS=nnnn
,COPY=1|2 ,SELTERR=YES|NO
,EXPIRE=YES|NO ,VOL=(VWWVWVV,...,VWWVVWV)
,IFONLYCOPY=1]2 ,XDAYS=nnn
ADATE= Specifies the Julian date (yyddd) that the data set was archived. FDRTSEL will

only SELECT the data sets which match this date.

The default is that the date is not checked.

CONTINUED . ..
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RESTORED=
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DISK — Specifies the selection is limited to only those archive backups that
reside on disk.

TAPE - Specifies the selection is limited to only those archive backups that
reside on a tape media. This is determined by the presence of a file number for
the backup COPY1 or COPY2 information.

ANY — Either disk or tape backups may be selected.

The default is DISK.

Specifies one or more volume serials or volser prefixes of archive backup
volumes; only those archive entries indicated as being archived to one of those
volumes will be selected. These may be either tape or disk volume serials. To
specify a volser prefix, follow the prefix with an asterisk (*). For example,
BKVOL=ARCH™* selects all volumes whose serials begin with ARCH. Multiple
volume serial numbers may be specified if entered in parentheses, e.g.,
BKVOL=(ARCH*,ARCO001). Note that the backup volume is only compared for
the specific COPY= being selected.

The default is that the backup volume serial will not participate in data selection.

The BKVOLG= operand, used in previous releases to select a backup volume
prefix, is still accepted.

Specifies which backup copy (1 or 2) is to be copied or moved. If COPY=2 is
specified backups which do not have a COPY 2 will be bypassed.

FDRTSEL requires the COPY= or IFONLYCOPY= keyword to be specified.
Use COPY=n to unconditionally create a copy of this FDR file.

YES selects ONLY the archived data sets whose selected copy (the COPY=or
IFONLYCOPY= operand) has expired (past their expiration date) plus data sets
that will expire within the number of days specified by the XDAYS= operand.
NO selects only the archived data sets that have not expired (not past their
expiration date).

The default is no expiration date check is made.

The IFONLYCOPY= operand limits the selection to those backups for which the
other copy does not exist. To create a COPY 2 of any selected backup that does
not already have a COPY 2, specify IFONLYCOPY=1.

FDRTSEL requires that either the COPY= or the IFONLYCOPY = keyword must
be specified. Use IFONLYCOPY=n to create copies for which the other copy
does not exist.

Specifies that ONLY data sets archived on or BEFORE the Julian date (yyddd)
specified will be selected. This option can reduce execution time if many data
sets have been archived.

Specifies a value in days which is subtracted from today's date to calculate a
prior Julian date. This date is used as described above by PDATE operand.
This option can reduce execution time if many data sets have been archived.

If neither PDATE= nor PDAYS= is specified, the default is that the entire
Archive Control File will be searched.

YES results in the selection of data sets that have been successfully restored
by ABR.
NO results in selection of data sets that have not been restored.

The default is that no checks are made for restored data sets.

CONTINUED . ..
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SDATE=
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SELTERR=

VOL=

XDAYS=
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Specifies that ONLY data sets archived on or after the Julian date (yyddd)
specified will be selected. This option can reduce execution time if many data
sets have been archived.

The default is that the entire Archive Control File will be searched.

Specifies a value in days which is subtracted from today's date to calculate a
prior Julian date. This date is used as described above by SDATE operand.
This option can reduce execution time if many data sets have been archived.

If neither SDATE= nor SDAYS= is specified, the default is that the entire
Archive Control File will be searched.

YES - Specifies that a condition code of 12 will be set if there are no archived
data sets that match the selection criteria on the SELECT.

NO — Specifies that a condition code of O will be set if there are no archived data
sets matching the selection criteria on the SELECT and there are no other
errors.

The default is YES.

Specifies one or more DASD volume serials or volser prefixes; only those
archive entries indicated as being archived from one of those volumes will be
selected. To specify a volser prefix, follow the prefix with an asterisk (*). For
example, VOL=TSO> selects all volumes whose serials begin with TSO.
Multiple volume serial numbers may be specified if entered in parentheses, e.g.,
VOL=(IPL001,MVS230,WORKO03)

The default is that the DASD volume serial will not participate in data selection.

The VOLG= operand, used in previous releases to select a DASD volume
prefix, is still accepted.

Specifies a value in days which is added to today's date to calculate a future
expiration date.
XDAYS=is used with EXPIRE=YES to select data sets that will expire in the
next nnn days.

The default is 10 days, but is ignored unless EXPIRE=YES is coded.
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10.20 FDRTSEL SELECT CATLG STATEMENT

SELECT CATLG The SELECT CATLG statement is used to select ABR full-volume and incremental backups to be
STATEMENT copied. The syntax of the SELECT CATLG statement is similar to the PRINT CATLG statement of
FDRABRP (See Section 53.06) with the following restrictions and additions:

® The IFNOCOPY=n keyword limits the copies to be made to ABR backups which do not already
have a copy "n”.

® You can specify which copy to use as input by SOURCE=n.
® MAXGEN defaults to 1, selecting only the most recent generation, all cycles.

SYNTAX SELECT CATLG ,MAXCYC=nn
> ,BKDEVTYP=DISK|TAPE|ANY ,MAXGEN=nnnn

,COPY=n ,SELTERR=YES|NO
,CYCLES=nn ,SOURCE-=n
,GEN=nnnn ,TYPE=ABR|FDR
JIFNOCOPY=n ,VOL=(VWWVVWV,...,VWWVVV)

SELECT BKDEVTYP= DISK — Specifies the selection is limited to only those backups that reside on

CATLG disk.

OPERANDS TAPE - Specifies the selection is limited to only those backups that reside on a

tape media. This is determined by the presence of a file number in the ABR
catalog entry.
ANY — Either disk or tape backups may be selected.

The default is ANY.

COPY= Specifies the copy number (1 to 9) you want to create even if that copy already
exists. This value is passed to FDRTCOPY as ABRCOPY=n. The default (if the
IFNOCOPY= keyword is not specified) is COPY=2.

Note that if your JCL includes a TAPE20OUT DD statement (to create a second
output copy), you must give the copy number of that copy by including the
ABRCOPY2=n operand on the COPY or MOVE statement.

CYCLES= Specifies the number of cycles (across generations) from and including the
most current backup to be copied. This keyword can be used to select the nn
most recent backups, independent of their generation.

This keyword must not be specified with MAXGEN= or MAXCYC-=.

GEN= Specifies a specific generation number to be used for selection. If backups for
this specific generation exist for the volume, they will be selected.

This keyword can not be used with MAXGEN= or CYCLES=.

IFNOCOPY= The IFNOCOPY= operand limits the copying selection to only backups for
which you don't already have a copy "n” (1 to 9). For example, to create a COPY
2 of any backup for which the COPY 2 does not exist, specify, IFNOCOPY=2.
This value is passed to FDRTCOPY as ABRCOPY=n.

CONTINUED . ..
REVISED AUGUST, 1996 -152 -



10.20 CONTINUED ...

MAXCYC=

MAXGEN=

SELTERR=

SOURCE=

TYPE=

VOL=

FDRTSEL SELECT CATLG STATEMENT 10.20

Specifies the number of cycles to be selected from each generation of a given
disk volume. The order of selection will be most recent to least recent.

The default is that ALL cycles within a generation will participate in the
selection.

Specifies the number of generations to be copied for each disk volume. Starting
from the most current to the least current (highest number to lowest).

The default is only the current generation will be used for selection of backups.

YES - Specifies that a condition code of 12 will be set if there are no cataloged
backups that match the selection criteria on the SELECT.

NO — Specifies that a condition code of 0 will be set if there are no cataloged
backups matching the selection criteria on the SELECT and there are no other
errors.

The default is YES.

Specifies the copy number (1 to 9) of the ABR backup to be used as input. All
output copies will be generated from the SOURCE= copy. This copy must be
cataloged in the ABR catalog.

The default is to use the Copyl (C1) file.

FDR — limits the selection to only FDR full volume backups. (cycle = 00)
ABR - limits the selection to only ABR incremental backups. (cycle > 00)

The default is to use both full volume and all incremental backups in the
selection process.

Specifies one or more DASD volume serials or volser prefixes; selection will be
limited to backups of those volumes. To specify a volser prefix, follow the prefix
with an asterisk (*). For example, VOL=(MVS*,TSO*,PRODO01) selects all
volumes whose serials begin with MVS and TSO plus the volume PRODO1.

The default is that all cataloged backups are eligible for selection.
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10.21 FDRTSEL CONTROL STATEMENT

CONTROL The CONTROL statement is optional. It specifies FDRTSEL processing options.

STATEMENT

SYNTAX CONTROL

CONTROL ABRINDEX=
OPERANDS

ARCBACKUP=DSF

ARCB1DSN=
ARCB2DSN=

MAXFILES=

NOPOOL

SIM

REVISED AUGUST, 1996

ABRINDEX=prefix ,STACK=YES|NO|VOLUME|nnn
,STACK2=YES|NO|VOLUME|nnn

,ARCBACKUP=DSF

,ARCB1DSN=dsname ,STOPCC=nnn

,ARCB2DSN=dsname

,TMS|NOTMS
,MAXFILES=nnnn

JUNIT=1|2
,NOPOOL

,UPPER
,SIM

Specifies the ABR prefix (first index level) of the ABR ARCHIVE and BACKUP
files to be copied. This may be used with application backups (DUMP
TYPE=APPL, see Section 51).

The default is to use the ABRINDEX in the ABR global options table (usually
"FDRABR").

When copying Archive or Application Backup files, directs FDRTSEL to invoke
FDRDSF to DUMP the Archive Control File used in this step as the last file on
the tape once all files have been copied. This operates the same as the
ARCBACKUP=DSF option of ABR.

If the ARCB1DSN=and/or ARCB2DSN= operands are not specified, FDRTSEL
will name these files on the tape by changing the index level "ARCHIVE" in the
Archive Control File data set name to "ARCBKUP" for TAPEOUT and
"ARCBKU2" for TAPE20OUT.

Specifies the data set names to be used on TAPEOUT (ARCB1DSN=) and
TAPE20UT (ARCB2DSN=) for the backup of the Archive Control File if the
ARCBACKUP=DSF operand is also specified. The default names are
described under ARCBACKUP= above.

Specifies the maximum number (1 to 9999) of ARCHIVE or BACKUP files to be
copied in this FDRTSEL step. Once this limit is reached FDRTSEL terminates.
Files not processed may be selected in a subsequent run.

The default is that all selected files will be copied.

For use when TAPEOUT is on disk. This option directs FDRTSEL to allocate
the new copy of the backup file on the disk volumes in the order as specified in
the TAPEOUT DD statement. By default, it will reorder the volumes in the list

according to the amount of free space on each volume.

Invokes a simulation mode, and generates a report detailing the archive or
backup files which would be copied. This is recommended for testing FDRTSEL
options. Note that FDRTCOPY will not be invoked, and many options on the
COPY/MOVE statement will not be validated (use the SIMULATE option on
COPY/MOVE without the SIM option on CONTROL to test COPY/MOVE
options).

CONTINUED . . .
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STACK=
STACK2=

STOPCC=

TMS
NOTMS

UNIT=

UPPER

REVISED AUGUST, 1996

FDRTSEL CONTROL STATEMENT 10.21

Controls how output files are stacked on TAPEOUT (STACK=) and TAPE20UT
(STACK2=), i.e., whether multi-file output tapes will be created.

YES — Stack up to 255 files.

NO — Create only one file per output tape.

VOLUME - Stack all the selected backups related to the same disk volume on
one set of output tapes.

nnn — Stack up to nnn files (1 to 255).

If the stack limit is reached, FDRTSEL will call for a fresh scratch tape (or the
next tape in the TAPEOUT volume list if supplied) and start with file sequence 1.

The default is YES.

When premature termination of FDRTSEL is requested via the operator
command "P jobname” or "F jobname,STOP" (See Section 10.22), FDRTSEL
shuts down processing files at the completion of the current file. STOPCC=
specifies the step return code to be set to indicate that this has occurred. The
default is 4.

Specifies the Tape Management System (TMS) option for use with the LAST
TAPE option (See Section 10.22).

NOTMS causes FDRTSEL to overwrite the LASTAPE file on the previous tape
when adding new files to the tape.

TMS causes it to add new files after the previous LASTAPE file for compatibility
with tape management.

The default is taken from the TMS option in the FDR/ABR Global Options table
(ISPF panel A.1.4.4).

Directs FDRTSEL to request 1 or 2 tape devices when allocating input backups
to be copied; 2 units may improve performance by minimizing waits for tape
mounts and rewinds.

By default, FDRTSEL issues messages in upper and lower case print
characters. If you require that all messages to be printed in UPPER case only,
specify this option.
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10.22 FDRTSEL FEATURES AND CONSIDERATIONS

This section describes some special features of FDRTSEL, and considerations for using the
features of FDRTSEL.

LAST TAPE FDRTSEL has LAST TAPE support, similar to the LAST TAPE option in FDRABR (described in
SUPPORT Section 51). LAST TAPE support allows you to add new files onto a tape created by a previous
execution of FDRTSEL in a previous step or job, even if that job was run on an earlier day. LAST
TAPE works only with tape output.

To use LAST TAPE, change the data set name in the TAPEOUT and/or TAPE20OUT DD statements
to include a qualifier of "LASTAPE" anywhere in the name, e.g.,
"DSN=PROD.ARCHIVE.LASTAPE" or "DSN=TECH.LASTAPE.DAILY". You must also change the
disposition to DISP=(MOD,KEEP).

If FDRTSEL finds a LASTAPE data set name, it invokes special processing to keep track of the last
tape used for output so that it can add files to that tape:

® at the end of processing, after all files have been written to the output tape, FDRTSEL will write
a dummy (empty) file with the LASTAPE dsname as the last file on that output tape, and catalogs
it for reference.

® at the start of processing, it does a LOCATE on the name to get the tape volume and file number
from the catalog. It then uncatalogs the backup (in case of abend) and opens the file to verify that
it is still on the tape. If the LOCATE or the OPEN fails, it assumes that the last tape is not usable
and starts outputting to a fresh scratch tape.

o if the LASTAPE file is successfully opened, FDRTSEL will add new files to the tape. It will
overwrite the LASTAPE file unless the TMS (tape management) option is specified on the
CONTROL statement or is set in the FDR/ABR Global Options Table (ISPF panel A.1.4.4), in
which case it starts just beyond the LASTAPE file.

If you change the DISP to (NEW,KEEP), it will uncatalog the LASTAPE file (if it exists) but will start
outputting to a fresh scratch tape without trying to open the file, allowing you to specify when to add
files to the LASTAPE and when to start fresh by simply changing the DISP. Alternately, you can

uncatalog the LASTAPE file and the next FDRTSEL run using that name will use a scratch output.

DISK TO DISK  When the TAPEOUT or TAPE20OUT DD statement points to a DISK volume, FDRTSEL will use this

OPERATIONS DD statement only to identify what volumes to use to receive the output files; data set name and
other parameters on the DD are ignored. Internally, it will determine the available free space on all
disk volumes identified by the TAPEOUT DD statement and will dynamically allocate a work DD
statement with the disk volumes in the order of largest available free space. FDRTSEL recomputes
the available free space and resets the order of the output volumes after each archive backup file
is successfully copied (the NOPOOL operand on the CONTROL statement will override this sorting
and use the volume in the order specified). Section 10.16 has more information on the DD
statement used with disk output.

If the output copy number (specified by ABRCOPY= or ABRCOPY2=) is different from input
backup, FDRTSEL will simply COPY the requested backup files to the new output volumes. But if
the output copy number is the same as the input, then FDRTSEL will copy the selected files to the
new volsers with a copy number of "0". If the copy is successful, FDRTSEL will SCRATCH the input
file from the disk volume, and then RENAME the "0" copy to the original copy number. The Archive
Control File is updated appropriately.

Disk to Disk functions default to EXP=COPY to preserve the expiration date on disk. The input files
selected by FDRTSEL for disk to disk must be cataloged and you must not specify CAT=NO. If
CAT=NO is specified, this can cause the source TAPEIN file to be scratched and the file it was
copied to will not be renamed properly.

Just like FDRABR pooldisk functions, FDRTSEL allows you to create a pool of volumes to be used
in selection for the output of the disk to disk copy. You can define disk pools for the TAPEOUT dd
statement by creating catalog entries pointing to the volsers or just allocated them via the JCL.

CONTINUED . ..
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CHECKPOINT/ FDRTSEL includes an option to checkpoint all of its processing, and to restart if it is interrupted.
RESTART This is useful for long FDRTSEL jobs to avoid repeating operations already completed.

If the optional TSELCKPT DD statement (described in the next section) is present, FDRTSEL wiill
record on this data set:

@ all control card information (all options and selection criteria)

® a list of all backups selected (to be processed)

e if ARCEDIT is used, a list of all data sets selected from within each backup

® a completion record for each backup successfully processed.

During initialization, if the TSELCKPT data set is empty or new, FDRTSEL assumes normal
operation and initializes the data set with the information listed above. If FDRTSEL completes
normally, it rewrites the checkpoint file as empty, ready for reuse by the next FDRTSEL execution.

But If FDRTSEL is stopped or shutdown before completion due to abend, MAXFILES, operator
cancellation or the console commands described below, the checkpoint file contains all of the
information to restart FDRTSEL after the last successfully copied file. When the FDRTSEL job is
resubmitted, and the TSELCKPT DD points to the existing checkpoint file, FDRTSEL will detect that
the file is NOT empty and will begin recovery processing automatically. It loads the selection criteria
from the checkpoint file, ignoring the criteria in the jobstream, and processes the entire selection
list again. Before copying a backup, FDRTSEL checks to see if there is a completion record in the
checkpoint for that backup. If so, it displays the original completion date and time and bypasses the
backup. Any backup not recorded as completed will be processed.

OPERATOR FDRTSEL has an operator communications function which allows you to STOP a currently running
COMMANDS FDRTSEL job and display the STATUS of an FDRTSEL JOB.

You can direct FDRTSEL to terminate after completing processing on the current input file by
issuing either the console MODIFY (F) or STOP (P) command, substituting the job hame of the
FDRTSEL job:

F jobname,STOP
P jobname

To request that FDRTSEL display on the console number of files selected for copying and the
current file being copied, issue the MODIFY (F) command:

F jobname,STATUS

CONTINUED . ..
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CONSOLI-  An important function of FDRTSEL is the maintenance of your library of archived data on tape.
DATING Since archived data sets are usually kept for a long time, a year or more, the number of tape
ARCHIVE Vvolumes devoted to archived data may become large. However, depending on how you create and
TAPES managed your archived data, much of the data on those tapes may become obsolete, resulting in
waste. This can occur if:

® your have data sets with varying expiration dates on the same tapes. This is especially likely if
you use the SMSEXPIRE=YES function (See Section 51).

® you discard archived data sets which are no longer cataloged (such as GDGSs).
® you don't keep the archived copies of data set after they have been recalled.

In these cases, you will want to periodically copy all or part of your archive library in order to discard
the tape data that is no longer needed and consolidate the remainder onto a smaller set of tape
volumes.

When you run FDRTSEL with SELECT ARCHIVE, it will select only those archive backup files
which still have entries in the Archive Control File, so other backups on the input tapes will not be
copied and the output tapes will contain less data.

SELECT ARCEDIT works much the same way, except that while copying the remaining backup
files, the DASD data sets in those backups will be "edited" so that only those data sets which had
entries selected from the Archive Control File will be copied; data sets which have been purged from
the control file (or which were not selected) will be discarded, further reducing the size of those
backup files which do remain.

The most straightforward way of consolidating archive tapes is to maintain your Archive Control File
by periodically running the FDRARCH utility (See Section 55.10) with appropriate parameters to
delete the entries for obsolete data sets, such as expired backups, restored data sets, uncataloged
data sets, or whatever other options your installation's policy requires. Then run FDRTSEL to copy
only the archive data for the data sets that remain in the control file. See the "Tape Consolidation”
example in Section 10.23.

NOTE: FDRTSEL has no interface to tape management systems. Once FDRTSEL has created
a replacement set of consolidated Archive backup tapes, it is your responsibility to expire
the original tapes to free them up.
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FDRTSEL ARCHIVE EXAMPLES 10.23

FDRTSEL ARCHIVE EXAMPLES

Select the COPY 1 ARCHIVE backups on disk (COPY=1 BKDEVTYP=DISK) that have expired or
will expire within 3 days (EXPIRE=YES XDAYS=3) and move them to tape. Copy the selected
ARCHIVE backups creating 2 tape copies (COPY 1 and COPY 2) which will be retained for 2 years,
then scratch the archive backup from disk. The CONTROL statement indicates that a maximum of
10 files will be created on COPY 1 (TAPEOUT) before requesting a new tape, but up to 255 files
will be stacked on COPY 2 (TAPE20OUT) and a maximum of 50 archive backups will be copied in
this run. The CONTROL statement can be omitted to remove these restrictions.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//ARCHIVE DD  DISP=SHR,DSN=FDRABR.ARCHIVE
//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=(TAPE,2),
Vo4 VOL=(, , ,255) ,LABEL=RETPD=730
//TAPE20UT DD  DISP=(,KEEP),DSN=DUMMY2,UNIT=(TAPE,2),
Vo4 VOL=(, , ,255) , LABEL=RETPD=730
//SYSIN DD *
MOVE ABRCOPY2=2
SELECT ARCHIVE, COPY=1,BKDEVTYP=DISK, EXP IREZYES , XDAYS=3
CONTROL STACK=10, STACK2=YES , MAXF I LES=50
/*

Select the archive backups on disk (BKDEVTYP=DISK is the default) for which a second copy does
not exist (IFONLYCOPY=1). Create a COPY 2 on tape with 1-year retention. This allows you to do
archiving to disk only for quicker execution, and create the second copy on tape at a later time.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//ARCHIVE DD  DISP=SHR,DSN=FDRABR.ARCHIVE
//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=3490,
Vo4 VOL=(, , ,255) , LABEL=RETPD=365
//SYSIN DD *

COoPY ABRCOPY=2

SELECT ARCHIVE, 1IFONLYCOPY=1
/*

Selectthe COPY 1 ARCHIVE backups on disk (BKDEVTYP=DISK is the default) created more than
60 days ago (PDAYS=60) and create a COPY 2 on tape, retaining only the archived DASD data
sets which have not been recalled (ARCEDIT and RESTORED=NO). Archived data sets which
have been removed from the Archive Control File by the FDRARCH utility will also be omitted from
the copy.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4096K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=>*
//ARCHIVE DD D1SP=SHR,DSN=FDRABR.ARCHIVE
//TAPEOUT DD DISP=(,KEEP) ,DSN=DUMMY1,UNIT=3480,
7/ LABEL=RETPD=365
//SYSIN DD >

COPY ABRCOPY=2

SELECT ARCEDIT,COPY=1,RESTORED=NO, PDAYS=60
/*

CONTINUED . ..
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TAPE Selectthe COPY 1 ARCHIVE backups on tape for a full year (1995 in this example) and create new
CONSOLI- COPY 1 tapes, copying only the archived DASD data sets which are still recorded in the Archive

DATION Control File. Any tape files which no longer have any recorded data sets in the Control File will be
completely dropped (not copied), while the use of ARCEDIT will insure that the copies of the
remaining files will contain only the recorded data sets. This will result in a much smaller set of
tapes. The original tapes will have to be manually expired in your tape management system. The
use of the TSELCKPT data set allows the FDRTSEL job to be resubmitted and restarted if it fails
or must be prematurely terminated (the second step deletes the checkpoint dataset only if the
FDRTSEL step completes normally).

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD  SYSOUT=*

//SYSUDUMP DD  SYSOUT=*

//TSELCKPT DD  DSN=TECH.FDRTSEL.CKPT,UNIT=DISK,DISP=(MOD,CATLG),
Vo4 SPACE=(CYL, (2.1))

//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=3490,

Vo4 LABEL=RETPD=365

//SYSIN DD *

COPY DYNARC
SELECT ARCEDIT,COPY=1,BKDEVTYP=TAPE,
SDATE=95000, PDATE=96000

/*
//DELCKPT EXEC PGM=I1EFBR14,COND=(0,NE,FDRTSEL)
//TSELCKPT DD DSN=TECH.FDRTSEL .CKPT ,DISP=(OLD,DELETE)

REPORT ON Generate a report of all of the COPY1 Archive backup tapes, to identify the tape volume serial, data
ARCHIVE set name, and file number for all archive files created before 1994. This might be used as a library
TAPES pulllist, to prepull the tape volumes required for a FDRTSEL COPY run. To execute the copy, omit
the SIM operand and supply a TAPEOUT DD statement. Use of SIM to generate the pull list is
highly recommended for large FDRTSEL runs unless the tapes are in an automated tape library

//SELLIST EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//ARCHIVE DD DISP=SHR,DSN=FDRABR.ARCHIVE
//TAPEOUT DD DUMMY
//SYSIN DD *
COPY
SELECT ARCHIVE,COPY=1,BKDEVTYP=TAPE , PDATE=94000
CONTROL SIM
/*

CONTINUED . ..
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10.23 CONTINUED . ..

MOVE Select the archive backups on 3380 disk volume ARCHO1 and move them to a new pool of two
ARCHIVES TO 3390 disk volumes ABR100 and ABR200. This job will allocate the files on the new volsers with the
NEW DISKS appropriate size, copy the files from ARCHO1, update the Archive Control File appropriately, and
scratch the input files on ARCHO1 .

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//ARCHIVE DD DI1SP=SHR, DSN=FDRABR.ARCHIVE
//TAPEOUT DD UNIT=3390,VOL=SER=(CABR100,ABR200) ,DISP=0LD
//SYSIN DD *
COPY
SELECT ARCHIVE,COPY=1,BKVOL=CARCHO1)
/*

REDUCE THE Select the archive backups on disk older than 30 days and copy them to new files in the same disk
SIZE OF DISK pool. Use the ARCEDIT feature to drop all data sets that are marked as RESTORED; this will also
ARCHIVES drop all archived data sets which are no longer in the Archive Control File. It may result in
considerably smaller archive files on disk.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//TAPEOUT DD UNIT=3390,VOL=SER=CARC001,ARC002) ,DISP=0LD
//SYSIN DD >
COPY DYNARC
SELECT ARCEDIT,COPY=1,RESTORED=NO, PDAYS=30
/*

COPY A backup tape created with Application Backup (DUMP TYPE=APPL) can be copied with
APPLICATION FDRTSEL as long as the Control File in which the backup is recorded is still on disk. Application

BACKUP Backup, described in Section 51, usually involves putting a DSF backup of the Control File which
describes the backups on the tape, at the end of the tape, but the most recent copy of the Control
File is usually still on disk. FDRTSEL can update the disk Control File and put a fresh backup of it
at the end of the output tape created. In this example, a COPY 2 backup is created from all of the
COPY 1 payroll backups recorded in the Control File pointed to by the ARCHIVE DD statement. A
DSF backup of the Control File will be created as the last file on the tape using GDG name
"PAYROLL.CONTROL.BACKUP2"

//COPYSEL EXEC PGM=FDRTSEL

//SYSPRINT DD SYSOUT=>*

//SYSUDUMP DD SYSOUT=>*

//ARCHIVE DD DSN=PAYROLL . ARCHIVE.DAILY(O) ,DISP=0LD
//TAPEOUT DD DSN=PAYROLL . APPL _.BACKUP2 ,DISP=(NEW,KEEP),
7/ UNIT=3490,LABEL=(1,SL)

//SYSIN DD *

SELECT ARCHIVE,COPY=1,BKDEVTYP=TAPE
COPY COPYDSN=YES,ABRCOPY=FLIP,
ABRINDEX=PAYROLL
CONTROL ARCBACKUP=DSF , ARCB1DSN=PAYROLL .CONTROL .BACKUP2(+1)
/*
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FDRTSEL BACKUP EXAMPLES

Although ABR normally stacks backups as multiple files on tape, backups may be spread across
tape volumes depending on the setup of your backups. This example shows how to make a COPY
2 of all COPY 1 ABR backups for disk volumes beginning with PROD, SYS, and IPLRES, stacking
the backups on as few cartridges as possible. Software compression is used even if the original
backups are not compressed (COMPRESS=ALL). By default, all backups in the current generation
of the selected volumes will be included in the copy (most recent full-volume backup and all
succeeding incremental backups).

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=2048K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//TAPEOUT DD DISP=(,KEEP) ,DSN=DUMMY1,UNIT=3480,
Va4 LABEL=EXPDT=99000,VOL=(, , ,255)
//SYSIN DD *

COPY COMPRESS=ALL

SELECT CATLG,SOURCE=1,COPY=2,

VOL=(PROD*,SYS*, IPLRES)

/*

Some installations do daily ABR incremental backups to disk, perhaps because operators are not
available to mount tapes during the night. Later, FDRTSEL can be used to move those backups to
tape. This example selects all incremental backups (TYPE=ABR) in the current generation for all
DASD volumes whose COPY 1 backup is on disk (BKDEVTYP=DISK), and creates a COPY 2 on
TAPEOUT and areplacement COPY 1 on TAPE20OUT (ABRCOPY2=1), scratching the backups on
disk.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=2048K
//SYSUDUMP DD  SYSOUT=*
//SYSPRINT DD  SYSOUT=*
//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=(CART,2),
V4 LABEL=RETPD=14,VOL=(, , ,255)
//TAPE20UT DD  DISP=(,KEEP),DSN=DUMMY2,UNIT=(CART,2),
V4 LABEL=RETPD=14,VOL=(, , ,255)
//SYSIN DD *

MOVE ABRCOPY2=1

SELECT CATLG, TYPE=ABR, BKDEVTYP=DISK
/*

CONTINUED . ..
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CONTINUED . ..

If you create only COPY 1 backups with ABR (to reduce your run time or your tape drive
requirements), you can use FDRTSEL to create the second backup asynchronously once the
backups complete. IFNOCOPY=2 directs FDRTSEL to copy only those COPY 1 backups for which
no COPY 2 already exists. CYCLES=14 indicates that the most recent 14 backups for every DASD
volume should be examined for missing COPY 2 backups; this insures that even if the FDRTSEL
job is not run or does not complete for a number of days, it will still create all the required COPY 2
backups. The COPY 2 backups will receive the same expiration dates as the equivalent COPY 1s.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD  SYSOUT=*
//SYSUDUMP DD  SYSOUT=*
//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=(3480,2),
Vo4 voL=(, , ,255)
//SYSIN Db *
COPY
SELECT CATLG, SOURCE=1, IFNOCOPY=2,CYCLES=14
/*

At some installations, volumes with little or low activity do not receive weekly full-volume backups,
substituting daily incrementals over a long period. However, a full-volume restore of a disk with
many incrementals may require excessive tape mounts. To reduce recovery time, you can use
FDRTSEL periodically to combine these incremental backups to one tape. This example will copy
all the COPY 1 backups in the current generation of volumes starting with LIB and create
replacement COPY 1 backups with all backups for a given DASD volume stacked on one tape set.
Recovery time is greatly enhanced because the files are stacked on the tape in the order in which
they are required for a full-volume restore. Expiration dates of the original backups will be copied to
the output tapes.

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSUDUMP DD  SYSOUT=*
//SYSPRINT DD  SYSOUT=*
//TAPEOUT DD  DISP=(,KEEP),DSN=DUMMY1,UNIT=(3480,2),
Vo4 voL=(, , ,255)
//SYSIN DD *
CoPY
SELECT CATLG, SOURCE=1,COPY=1,VOL=L 1B*
CONTROL STACK=VOLUME
/*

Select all backups in the current generation for all DASD volumes and create a COPY 3 to be
shipped off site for disaster recovery. For enhanced restore speed, all backups (full and
incremental) for a given DASD volume are stacked on a separate tape set (STACK=VOLUME).
FDRTSEL automatically writes the backups on the tapes in the order in which they are needed for
a restore. Note that this may require repeated mounting of the input tapes and may take
considerable time to complete (see next example).

//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//TAPEOUT DD DISP=(,KEEP) ,DSN=DUMMY1,UNIT=(3490,2),
Va4 LABEL=RETPD=35,V0OL=(, , ,255)
//SYSIN DD *
COPY
SELECT CATLG,SOURCE=1,COPY=3
CONTROL STACK=VOLUME
/*

CONTINUED . ..
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CONTINUED . ..

If you have a large number of backups to copy, you can reduce the elapsed time by breaking the
copy into multiple jobs which run concurrently. Each job copies a set of DASD volumes by volser
prefix. In this example, COPY 2 is used as the input to create the COPY 3 for offsite storage
(perhaps because it is stored in a robotic tape library). UNIT=2 requests that 2 tape drives be used
for mounting input tapes, which will reduce elapsed time when copying full-volume backups.

//TSELOO1 JoB .. ..
//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSUDUMP DD SYSOUT=*
//SYSPRINT DD SYSOUT=*
//TAPEOUT DD DISP=(,KEEP) ,DSN=DUMMY1,UNIT=(3490,2),
/7 LABEL=EXPDT=99000,VOL=(, , ,255)
//SYSIN DD >
COPY
SELECT CATLG, SOURCE=2,COPY=3,VOL=IMS*
CONTROL STACK=VOLUME ,UNIT=2
/*
//TSELOO2 JoB - ....
//FDRTSEL EXEC PGM=FDRTSEL ,REGION=4M
//SYSUDUMP DD SYSoUT=*
//SYSPRINT DD SYSOUT=*
//TAPEOUT DD DISP=(,KEEP) ,DSN=DUMMY2 ,UNIT=(3480,2),
7/ LABEL=EXPDT=99000,VOL=(, , ,255)
//SYSIN DD >
COPY
SELECT CATLG, SOURCE=2,COPY=3,VOL=(CICS*,0ONL*)
CONTROL STACK=VOLUME ,UNIT=2
/*
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FDR/ABR DUMP STATISTICS QUERY 10.25
INTRODUCTION AND JOB CONTROL REQUIREMENT

The FDR/ABR statistics query program (FDRQUERY) has been specifically designed to produce
DUMP statistics as if a user were backing up disk volumes with FDR or with FDRABR using
TYPE=ABR. Also the user can request how many data sets would be archived by FDRABR using
last reference date groupings. Note that FDRQUERY is dependent on the MVS/SU60 data set
changed indicator set in the Format 1 (F1) DSCB when a data set is opened for other than input.

The FDR statistics query program will scan all of the volumes specified comparing the number of
tracks which would be dumped if FDR were to execute against the volume as compared to ABR
dumping only data sets which have the update indicator. The saving is printed in tracks and
percentage. Since ABR is usually run every day, the query program will not report on any data set
with an update indicator if it has not been referenced in the last two days. Even using this technique,
the query program may indicate that a larger number of data sets will be dumped by ABR than
would actually take place, if the update indicator is on but the data set was only read in the last two
days.

The FDR statistics query program can scan all of the volumes specified to report on the number of
data sets and the tracks they occupy, grouped by the last time they were referenced. As a default
the query program will report data sets in 30 day groups. The purpose of this report is to show an
FDR user how much disk space could be saved, if ABR were used to archive off data sets which
have not been referenced in a specific period of time.

SUMMARY LEVEL -- VOLUME SERIAL NUMBER

ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOLSER DEVTYPE TRACKS %ALLOC  %ALLOC DAYS DATE DSNS  TRACKS %SAVED
PROD32 3380-K 17013 42.71% 32.08% 30 88051 12 4237 24.90%

The report fields are:
ALLOC TRACKS -- This humber represents the total currently allocated tracks.

BEFORE % ALLOC -- This number is the percentage of the volume that is in use. It is the number
of tracks allocated, divided by the total number of tracks on the disk. For example, volume PROD32
(a 3380-K DASD) contains 39,825 tracks of which 17,013 tracks are allocated. The BEFORE %
ALLOC is 42.71% (17,013 + 39,825 = 42.71%).

AFTER % ALLOC -- This field represents the percent allocated the volume will be if you archive
data sets that have not been used for the number of days specified in the next column. For example,
if on PROD32, there are 12 data sets with 4237 tracks that have not been referenced in 30 days
and you archive them, the AFTER % ALLOC will be 32.08%.

17,013 — 4237 = 12,776 =+ 39,825 = 32.08%
Allocated Archived Tracks Number After %
Tracks Tracks after of ALLOC
Archiving Tracks

LAST USED -- The DAYS field shows the number of days used to calculate this line in the report.
The data sets on this line have not been used for this number of days. The DATE field shows the
corresponding Julian date (today's date minus DAYS).

SAVINGS IF ARCHIVED -- These fields show the number of data sets which would be archived,
the number of tracks allocated to those data sets and the percentage of the total allocated tracks
they represent.

For example, if volume PROD32 has 17,013 tracks allocated and you archive 4237 tracks, the %
SAVED will be 24.90% (4237 + 17,013 = 24.90%). This means that 24.90% of the allocated space
would be freed by ARCHIVING.

CONTINUED . ..
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FDR/ABR DUMP STATISTICS QUERY 10.25
JOB CONTROL REQUIREMENTS

The JOB Statement is user-specified and depends upon installation standards.

Must specify the name of the FDR/ABR DUMP statistics query program (FDRQUERY).

The EXEC statement may also contain a region requirement of 512K.

If required, must specify the load module library in which FDRQUERY resides.

It is recommended that this be an APF AUTHORIZED Library and that FDRQUERY be linked with
an authorization code of one (1) so that operands that require authorization may be used.

Specifies the primary output message data set. This is a required DD statement and is usually a
SYSOUT data set.

Specifies the control statement data set. Usually an input stream or DD * data set.
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10.26 FDR/ABR STATISTICS QUERY
REPORT SUB- The REPORT Subcommand is used to print total tracks and data sets by disk volume and device,
COMMAND  simulating the FDR/FDRDSF/FDRABR DUMP and ARCHIVE Commands.

FDRQUERY will default to scanning all of the disk volumes which are currently online (unless
overridden by VOL(G), STORGRP, or UNITNAME). The report will be formatted for an 80 byte
terminal screen.

REPORT REPORT ARCHIVE ,MAXONLINE=nnnn
STATEMENT BACKUP
,ONLINE
,/AGE=nnn
,STORGRP=cccccccce
,AGEINC=nnn
,UNITNAME=cccccccc
,LINECNT=nn
,VOL=vwwwww|VOLG=vvvvv
,LRDAYS=nnn
OPERANDS ARCHIVE FDR will summarize Archive statistics by disk volume, indicating the number of

data sets and tracks that would be freed up if FDRABR archive was executed
against these volumes. The data sets are grouped by last reference date.

The default is 30 day groups.

BACKUP Print summarized DUMP statistics by disk volume and device type, indicating
the number of tracks and data sets that would be dumped by FDR and
comparing the results to FDRABR dumping only the data sets which have been
updated. The used portion of a data set (partitioned or sequential) is the number
of tracks encompassed by the Last Block Pointer (DS1LSTAR). Data sets are
considered to be 'UPDATED’ if the MVS/SUG0 indicator (x '02’ on at DSCB
offset 93(5D)) is present and the data set has been referenced in the last n
days.

Default is 2 days (See LRDAYS).

NOTE: The 'BACKUP’ operand conflicts with the operand 'ARCHIVE'. Either
the operand BACKUP or ARCHIVE must be specified.

AGE= Specifies the starting number of days since a data set has been referenced as
used by the AGING summary in the archive simulation. The number may be
from 1 to 999 inclusive.

Default is 30.

AGEINC= Specifies the number to be added to the age value to derive the next date
control break in the AGING summary in the archive simulation. The number
may be from 1 to 999 inclusive.

Default is 30.
NOTE: AGE and AGEINC operands are ignored if ' BACKUP’ is specified.

CONTINUED . ..
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UNITNAME=
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FDR/ABR STATISTICS QUERY 10.26

Specifies the maximum number of lines to be printed on any report page. The
number may be from 28 to 99 inclusive.

Default is 58.

BACKUP only. Specifies the number of days that a data set must have been
referenced for the update indicator to be considered for the ABR portion of the
report. May specify from 0 to 999 days, with zero meaning today.

Default is 1, the data set must have been referenced in the last two days.

Specifies the maximum number of disk volumes that may be allocated via DD
statements and/or by dynamic allocation during any single program execution.
The number may be from 5 to 9000 inclusive.

The default is 256.

ONLINE specifies that the query program is to use all available ONLINE DASD
devices to satisfy the user-specified selection criteria.

Default is ONLINE. The selection will be satisfied using ALL ONLINE
VOLUMES unless the user specified 'VOL’, 'VOLG’, STORGRP and/or
UNITNAME.

Specifies the volume serial numbers to be summarized must be part of the
Systems Managed Storage (SMS) storage group name specified.

Default is deferred to the VOLG operand.

Specifies the volume serial numbers to be summarized must be mounted on a
unit address found in the esoteric or generic unit name specified.

NOTE: Selection by UNITNAME requires that FDRQUERY be installed in an
authorized library with an authorization code of one (1). If UNITNAME
selection is attempted and FDRQUERY is not authorized, an FDR640
message will be issued and the request bypassed.

Default is deferred to the VOLG operand.

Specifies the disk volume serial number to be summarized. This is an exact
match operand (i.e.: compare length is 6). Only those disk volume serial
numbers that match exactly will be considered. Multiple volume serial numbers
may be specified if entered=(v...v,...,v...v).

Default is deferred to the VOLG operand.

Specifies the prefix of the disk volume to be summarized. Only those disk
volume serial numbers that start with the prefix specified will be considered.
Multiple volume groups may be specified if entered=(v...v,...,v...v). Up to 400
volume groups (or individual disk volumes) can be specified on each REPORT
command.

Default, if NONE of the volume selection criteria (STORGRP, UNITNAME,
VOL, VOLG) is specified, is to select data from all accessible disk volumes.
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FDRQUERY EXAMPLES 10.27
FDRQUERY EXAMPLES
These examples illustrate some of the FDRQUERY options. JOB and JOBLIB/STEPLIB DD
statements are not shown and if required must specify the load module library in which FDRQUERY

resides.

Print DUMP and ARCHIVE statistics for all ONLINE disk.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD >

REPORT BACKUP

REPORT ARCHIVE

Print comparison DUMP statistics for specific disk volumes.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD >
REPORT BACKUP ,VOL=(PRODPK,LIB501,TESTO1)

Print ARCHIVE statistics for all ONLINE disk volumes starting with the prefix 'PROD’. Increment the
ADAYS/ADATE range by 15 days.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD *

REPORT ARCHIVE ,VOLG=PROD , AGEINC=15

Print ARCHIVE statistics for all disk volumes within the SMS storage group TSOTEST. Set the
minimum number of days since last referenced to 60.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD >
REPORT ARCHIVE ,AGE=60, STORGRP=TSOTEST

Print comparison DUMP statistics for all disk volumes within the esoteric unit named DISK.
NOTE: UNITNAME selection requires APF authorization.

//STEP1 EXEC PGM=FDRQUERY
//SYSPRINT DD SYSOUT=A
//SYSIN DD >

REPORT BACKUP ,UNITNAME=DISK

Report to a TSO terminal the archiving or DUMP statistics for all online volumes. The report will be
formatted for an 80 byte screen. The SYSIN and SYSPRINT data sets must be allocated to the
terminal prior to the CALL (EXAMPLE: ALLOCATE DD(SYSIN) DA(*™) ).

CALL "FDR library name (FDRQUERY)~ “PRESS” “ENTER”

FDRQUERY--ENTER COMMAND OR END

REPORT BACKUP “PRESS” “ENTER”
OR

REPORT ARCHIVE “PRESS” ““ENTER”

These commands will report on all online volumes. Use VOL= or VOLG= to limit selection criteria
(i.e. REPORT ARCHIVE,VOLG=TSO)
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10.28 FDRQUERY SUMMARY ILLUSTRATION

FDRQUERY INCREMENTAL BACKUP SAVINGS

ALLOCATED INCREMENTAL SAVINGS
VOLSER DEVTYPE TRACKS TRACKS DSNS PER TRACKS DSNS PER TRACKS DSNS PER

MVSYS1 3380 13275 7359 124 56% 3947 91 30% 3412 33 46%
MVSYS2 3380 13275 11223 97 85% 1634 18 12% 9586 79 86%
TSO001 3350 16650 16125 968 96% 4015 29 24% 12110 939 75% N
TSO002 3350 16650 15500 812 93% 3900 150 23% 11600 662 74% Tape and_
elapsed time
savings over
full volume
FDRQUERY INCREMENTAL BACKUP SAVINGS dump
ALLOCATED INCREMENTAL SAVINGS
VOLSER DEVTYPE TRACKS TRACKS DSNS PER TRACKS DSNS PER TRACKS DSNS PER
TOTAL 3350 33300 31625 1780 95% 7915 179 24% 23710 1601 75%
TOTAL 3380 26550 18582 221 70% 5581 109 21% 13001 12 70%

ABR's Incremental Backup & Recovery

ABR automates the backup of disk volumes. Data sets are Data Set Restore — ABR can automatically recover data set(s)
automatically backed up when updated. ABR incrementals can from the most current or older backups. Entire disk volumes can
save you 50-80% of your backup time compared to DFHSM. be recreated as if a full volume backup was taken the prior night.

FDRQUERY SPACE MANAGEMENT SAVINGS

ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOLSER DEVTYPE TRACKS %ALLOC %ALLOC DAYS DATE DSNS TRACKS %SAVED

TS0002 3380-K 36045 90.51%  43.19% 30 89051 6901 52.27%
54.94% 60 89021 4787 14162 39.29%
63.71% 90 88356 2962 10672 29.61%
68.58% 120 88326 1897 8730 24.22%
PROD32 3380-K 27479 69.00%  49.01% 30 89051 51 40.78% | Space
32.08% 60 89021 12 24.90% | occupied by

data sets
inactive for
30 days.

SUMMARY LEVEL BY DEVICE TYPE

ALLOC BEFORE AFTER LAST USED SAVINGS IF ARCHIVED
VOLSER DEVTYPE TRACKS %ALLOC %ALLOC DAYS DATE DSNS  TRACKS  %SAVED
6 3380-K 173095  72.44%  52.66% 30 89051 9423 47264 27.30%
55.81% 60 89021 5296 39722 22.94%

60.48% 90 88356 4199 28558 16.49%

64.94% 120 88326 2972 17911 10.34%

ABR's Archive & Auto Recall

Multi-Level Archive — ABR can simultaneously archive user-specified time period, and is then automatically deleted by
data set(s) to disk and tape. The data is stored in backup ABR, leaving the tape copy for a longer retention period.
format, which generally requires significantly less space on disk Auto Recall — ABR will automatically recall ARCHIVEd data
than originally used. The data is retained on disk for a short sets when they are referenced by a TSO or BATCH user.
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OVERVIEW
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DSF TECHNICAL SUMMARY 20.01
DSF TECHNICAL SUMMARY

DATA SET FUNCTIONS (DSF) is the component of the FDR DASD MANAGEMENT SYSTEM that
backs up and restores data sets. DSF can be executed directly (as PGM=FDRDSF) and is also
used internally for all data set-level operations in FDRABR (See Sections 50 and 51).

A DSF backup creates a sequential file containing an image of all of the data sets which were
backed up from one disk volume. An unlimited number of data sets may be dumped from up to 39
disk volumes in one execution of FDRDSF. DSF can dump or restore ranges of tracks, using the
absolute track function. DSF can backup the data sets to tape or to a disk as a sequential file. Data
sets backed up by FDRDSF can be restored by FDRDSF or FDRABR.

DSF can restore data sets from up to 39 separate backup files back to disk in one execution of
FDRDSF. Data sets being restored from one backup file may be written to multiple output disks
concurrently. DSF will pre-allocate and catalog the output data set if it does not currently exist on
the disk volume. DSF can restore entire data sets or specified ranges of physical tracks from data
set backup files created by FDRDSF, FDRABR, or SAR, or from full-volume backups created by
FDR, FDRABR or SAR.

DSF can print data sets or individual tracks from a disk volume.

DSF

(DATA SET FUNCTION)

DATA SET DATA SET TRACK PRINT
BACKUP RESTORE OPERATION OPERATION

ABSOLUTE

ICI\:/%AAI'\F/IAIFOG PERFORMANCE

SUPPORT OPTION

DATA SET
ENQUEUE
OPTION

TEST LOCKUP MUST HAVE

CONTINUED. . . .
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WHAT DSF In a data set DUMP operation, DSF dumps from disk to the sequential backup data set images of
DUMPS  all the required tracks of the selected data sets. DSF also records all DSCB information associated

with the data sets dumped. The data sets to be dumped can be selected by fully-qualified name or
using generic data set selection, or all the data sets on a volume can be dumped. The VTOC and
volume label track may also be dumped. DSF differs from FDR when dumping PS or PO data sets.
As the default DSF will dump only up to the last block pointer (end-of-file) on these data sets
(DATA=USED), while FDR's default is to dump the entire allocated space of all data sets
(DATA=ALL).

Like FDR, DSF writes all data selected from one input disk volume to one output file on tape or disk.
Data from multiple disk volumes cannot be combined in one DSF backup data set.

WHAT DSF In adata set RESTORE operation, DSF restores the requested data sets from backup files created
RESTORES  py DSF, ABR, SAR, or FDR, back to a disk volume.

If restoring to the same disk type that the data set was dumped from (a “like” restore), the data sets
are restored in their original format. Every restored track will contain the exact contents of the
equivalent original track. This is called a “physical” restore.

If restoring to a different disk type (an “unlike” restore), DSF will reformat the data sets so that the
data will fit on the new device type. This “logical” restore is also used when reblocking data sets on
like devices.

FDRCOPY will search the VTOC of the selected output volume to see whether the output data set
name already exists there. If so, FDRCOPY will overlay the existing data set (unless the
PRESTAGE operand is specified). If not, FDRCOPY will allocate space for the output data set.

If FDRCOPY allocates the data set, it will allocate the same amount of space that is allocated to the
input data set, unless the operands RLSE or %FREE= request a smaller amount, or the CYL= or
TRK= operands request a larger amount. Unless the data set is marked as unmovable (e.g.
DSORG is PSU), it may be allocated anywhere on the output volume.

If the data set exists on the output volume before the copy or move, FDRCOPY will overlay the
existing data. For VSAM clusters, each component of the output cluster must be as large or larger
than the equivalent input component. For non-VSAM, if the output data set is too small, FDRCOPY
will allocate an additional extent of the required size, if possible.

For PS (sequential) and PO (partitioned) data sets, DSF will only restore tracks up to the last block
pointer (used tracks) unless DATA=ALL is specified.

Data sets can be restored to new names, different from the original data set names which were
dumped.

DSF fills in the Format 1 and 2 DSCBs on the disk with the information it recorded when the data
set was backed up. See Section 52.04 (What DSF Restores in the DSCB) for details.

CONTINUED . . .
REVISED JULY, 1992 _202—
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20.01 CONTINUED. ..

CATALOGING For single-volume non-VSAM data sets:

NOgL\J/TSF',Ad\_/ll_ If DSF allocates space for the output data set, then the default is that DSF will catalog the data
DATA SETS set to the output volume, unless the data set was already cataloged. If the RECAT operand is

specified, it will catalog the data set to the output volume, whether the data set was cataloged
to the input volume before the operation, or cataloged elsewhere, or not cataloged at all.

If the NOCAT operand is specified then DSF will not catalog the output data set.

Cataloging or recataloging of non-VSAM data sets occurs at the end of the RESTORE, and is
bypassed if any errors have occurred for a given data set.

If the output data set exists on disk before the restore, then DSF will not update the catalog,
unless the CATIFALLOC operand is specified.

STEPCAT is supported; if present, only the STEPCAT catalog (or the first catalog in the
STEPCAT concatenation) will be searched and updated.

NOTE: If a DSF restore is interrupted by an ABEND or system crash, then the output data
sets will be left on disk, but will not be cataloged. When the run is resubmitted,
CATIFALLOC must be specified if the output data sets are to be cataloged.

For multi-volume non-VSAM data sets, the above rules for single-volume data sets apply, with the
following modifications:

If the data set is not already cataloged DSF will create a new multi-volume catalog entry with
the current output volume in the proper slot as indicated by the volume sequence number in
the DSCB. If the volume sequence number is higher than 1, FDRCOPY will fill in the preceding
slots in the catalog entry with a dummy volume serial of “##H##nn".

If the data set is already cataloged DSF will update the catalog entry by putting the current
output volume into the proper slot as indicated by the volume sequence number in the DSCB.
On a RESTORE without RECAT, DSF will update the catalog entry only if the slot for this
output volume contains the dummy volume serial of “####nn”; otherwise a warning message
will be issued.

Thus, when doing a RESTORE with RECAT of a cataloged multi-volume data set to the same
name, the resulting data set and catalog entry will be usable and correct, whether the data set
is restored to one, some, or all of its original volumes. When doing a RESTORE of a multi-
volume data set to a new name, it will be necessary to restore the data set from all of its
backups to get a usable data set and catalog entry. Multi-volume data sets must be restored
to as many unique volumes as they were dumped from. If a multi-volume data set is being
restored to a new device type, it will not be usable until all pieces are on the same device type.

ABSOLUTE DSF will DUMP physical segments of a disk pack to tape by physical track starting and ending
TRACK addresses.

Aggﬁ%SNS DSF will RESTORE physical segments of a disk pack from a tape created by DSF, ABR, SAR or
FDR. The RESTORE process will place the tracks identified by track starting and ending addresses
in precisely the same physical location as they occupied when dumped. No update to the disk
VTOC takes place when ABSOLUTE TRACK ADDRESS operations are used. The restore must be
to a “like” disk type.

DSF PRINT DSF provides an option to print tracks by fully-qualified data set name, by absolute track address,
OPTION or by using generic data set name selection. For each track selected, DSF will print the record zero
plus each physical record on the track. The count field, key (if any) and data are printed in storage

dump format (hexadecimal plus EBCDIC).

ICF VSAM  DSF supports ICF VSAM files using the base cluster name as the data set name. When a cluster
SUPPORT is selected, DSF will DUMP/RESTORE all of the components associated with the cluster on a

volume, including alternate indexes. In addition DSF will DUMP or RESTORE the VVR records
found in the ‘SYS1.VVDS’ data set; since those VVRs contain all of the characteristics and statistics
about each component, they provide DSF with information to allocate and restore clusters. Since
FDR and FDRABR also backup the VVR information, DSF can restore ICF clusters from any
backup created by FDR, FDRDSF, or FDRABR (but not SAR). ICF VSAM clusters may be selected
by fully-qualified cluster name or using generic data set selection. ICF VSAM components cannot
be selected by individual component name, only by cluster name.

See Section 52.11 for VSAM Special Considerations.

CONTINUED . . .
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CONTROL DSF is controlled by a primary DUMP, RESTORE, or PRINT control statement specifying the
STATEMENTS  function to be performed in this execution with keywords specifying various execution options,
followed by SELECT and EXCLUDE statements to specify the data sets to be processed.

DSF will process up to 250 SELECT/EXCLUDE statements in a single execution (a keyword
MAXCARDS= is provided to increase this limit). Each SELECT/EXCLUDE can specify one data set
or a group of data sets.

A facility to reference a Generation Data Group (GDG) data set by its relative Generation Number
is provided. This facility also allows reference to non-standard Data Set Names.

DIAGNOSTIC DSF uses the same physical disk access technique as FDR. DSF continually analyzes its
PROCESSING  processing as does FDR.

DSF reports any discrepancies it detects in the VTOC or on the disk itself. Errors detected in a
VTOC may preclude the use of DSF data set operations. DSF depends on the disk VTOC to
establish the characteristics of the data set(s); for this reason DSF attempts to determine the
integrity of the VTOC before it begins DUMP/RESTORE processing.

Warning messages are always provided by DSF during any ABSOLUTE TRACK OPERATION
RESTORE in which data is written within the VTOC or volume label of the receiving disk pack.

DSF always indicates the successful completion of a DUMP/RESTORE with an FDR999 message
and a list of the data sets it processed.

ALTERNATE DSF can restore data sets to a new device type.

DEVICE ; . . . , .
SUPPORT A restore to different models of the same device type is a “like” device (physical) restore, treated

the same as a restore to the original device and model, as long as the output volume has sufficient
space to hold the data sets being restored. For example, a data set backed up from any 3380 can
be restored to any 3380 single, double (3380-E) or triple (3380-K) density disk, or any 3390 in 3380
compatibility mode; any 3390 native mode data set can be restored to a single (3390-1), double
(3390-2) density disk or triple (3390-3) density disk. Migration can be from a backup created by
FDR, DSF, SAR or ABR, on tape or disk.

DSF can also restore data sets that were backed up from one device type to a totally different type
of disk (an “unlike” device) using a logical restore. For example, data sets can be restored from a
backup of a 3380 (any model) to a 3390 (any model). Data sets can be restored from one backup
file to both like and unlike devices concurrently. The logical restore occurs automatically when DSF
detects the different device type or when reblocking is requested. The logical restore is from the
normal FDR/DSF/ABR/SAR physical backup tape; no special logical dump is required.

Logical restore supports most data set organizations (DSORGS) including PS (physical sequential),
PO (partitioned), DA (direct), KSDS (ICF VSAM keyed), ESDS (ICF VSAM sequential), RRDS (ICF
VSAM relative record), and LDS (ICF VSAM linear). When allocating data sets on an unlike device,
DSF will allocate an amount of space roughly equivalent to the size of the input data set in bytes. If
this proves to be too small, DSF will attempt to extend the data set if it is non-VSAM. Pre-allocated
data sets must be allocated with this same space.

Details on how physical and logical restore handle each type of data set are in Section 52.15. More
detail on restore to different device types is in Section 52.14.

CONTINUED . . .
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20.01 CONTINUED. ..

CACHE If DSF is executed on a disk device which is connected to a caching control unit such as the 3990
SUPPORT  model 3, it will automatically avoid loading any new tracks into the cache for the data sets being
dumped, printed, or restored. Tracks currently in the caching buffer belonging to other data sets will
not be disturbed. Tracks in the cache that belong to the data sets being processed will be read from
cache on a dump or print, and will be written to both cache and DASD on a restore.

On restore, DASD FAST WRITE, if enabled, will be bypassed.

SMS SUPPORT On a system with IBM’s SMS (System Managed Storage) active, DSF supports SMS management
of data sets.

When dumping, DSF (as well as FDR and ABR) will backup SMS information from the VVDS and
VTOC for both VSAM and non-VSAM data sets. This includes SMS class information (storage,
management, and data classes), and SMS indicators.

When DSF restores a data set on a SMS system, SMS will be invoked for every data set which must
be allocated, to decide if the data set should be managed by SMS, or allocated as non-SMS. The
SMS storage class and management class ACS (Automatic Class Selection) routines will be
invoked; they will be passed input class hames:

* if the user specified STORCLAS=, NULLSTORCLAS, MGMTCLAS=, or NULLMGMTCLAS,
those overriding values will be used.

* if the storage class or management class (or both) were not overridden by the user, the class
associated with the input data set will be used (if the input data set was not SMS-managed, a
null class will be passed). The ACS routines may accept those classes, or override them with
different values or even null values.

If SMS assigns a storage class to a data set, it will be SMS-managed; SMS will be invoked again
to allocate the data set on a volume chosen by SMS. If no storage class is assigned, DSF will
allocate the data set on a non-SMS volume (a target non-SMS volume must be indicated by a
DISKx DD statement or a NVOL= operand on the SELECT statement). Even if data sets are
allocated by SMS on a number of different volumes, DSF will restore those data sets in one pass
of the backup file.

So, DSF can be used to convert data sets to SMS management, simply by updating the SMS ACS
(automatic class selection) routines to assign storage classes to the restored data sets, or by
specifying a storage class via the STORCLAS= operand on the SELECT statement. Data sets can
be converted back to non-SMS if the ACS routines assign no storage class or the NULLSTORCLAS
operand is specified. However, FDRCOPY (Section 21) may be a better choice for conversion of
data sets.

Storage administrators, with proper authority, can override or bypass many of the SMS functions,
to directly specify SMS classes, or to specify the volume serial on which SMS data sets are to be
restored, by use of the BYPASSACS and BYPASSSMS operands on the RESTORE statement.

More detail on SMS support is in Section 52.50.

PROCESSING Details of DSF and ABR processing for various types of data sets is in Section 52.15.
SPECIFIC
TYPES OF
DATA SETS
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DSF PROCESSING OPTIONS, PERFORMANCE AND REQUIREMENTS

DSF provides four control statement formats to specify what to DUMP.
A. DATA SET NAME FORMAT

Dump the data set(s) or cluster(s) specified by fully-qualified name or using generic data set
selection.

B. DD NAME FORMAT

Dump the data set specified on the DD Statement named by the DD= parameter.
C.DUMP ALL DATA SETS

Dump all data sets on the disk volumes specified. The VTOC and label track will also be dumped.
D. TRACK ADDRESS FORMAT

Dump the tracks within the bounds specified by the FROM and TO address parameters.

DSF will accept up to 250 individual control statements (unless overridden) in a single execution.
DSF can dump any number of data sets in one execution using the ALLDSN or DSN=filter
parameter. DSF will DUMP all disk volumes specified by the DISKx DD statements to the tapes
identified by corresponding TAPEx DD statements.

DSF provides five control statement formats to specify what to RESTORE.

A.DATA SET NAME FORMAT

Restore the data sets or clusters specified by the DSN= parameter to the data sets with the
same name.

B. DATA SET NAME/NEWNAME FORMAT

Restore the data sets or clusters specified by the DSN= parameter to the data sets named by
the NEWNAME=, NEWGROUP=, or NEWINDEX= parameter.

C. DD NAME FORMAT

Restore the data set specified on the DD statement named by the DD= parameter to the data set
of the same name.

D. DDNAME/NEWNAME FORMAT

Restore the data set specified on the DD statement named by the DD= parameter to the data set
named by the NEWNAME=, NEWGROUP=, or NEWINDEX= parameter.

E. TRACK ADDRESS FORMAT
Restore the tracks within the bounds specified by the FROM and TO address parameters.

DSF will accept up to 250 individual control statements (unless overridden) in a single execution.
DSF will RESTORE from the tape or disk backup files identified by TAPEx DD statements, to one
or more output disk volumes. The backup files may have been created by DSF, FDR, ABR or SAR.

DSF formatted tapes created by Track Address operations must be restored with Track Address
operations.

DSF can restore any number of data sets in one execution using the ALLDSN or DSN=filter
parameter, limited only by the size of the region.

The DSF DUMP basic memory requirement is identical to FDR’s Memory Requirement.
(See Section 10.02).

DSF DUMP processing imposes no increase over the basic memory requirement unless more than
250 control statements are processed, or more than 600 ICF VSAM components exist on a disk to
be dumped.

DSF RESTORE processing requires a region of 512K plus about 512 bytes for each data set or disk
segment to be processed. ICF VSAM clusters may add an additional 1K bytes per component
processed.

Some logical RESTORE operations may require additional memory, so a region of 1024K or more
is recommended.

CONTINUED. . . .
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CONTINUED . ..

DSF will dump or restore the data set(s) specified by the user. If any of the data sets do not exist
or are in error, DSF will continue the dump or restore operation for the remainder of the data sets.
An error message will be posted for the data sets in error and a U0888 abend will be issued for the
step at completion.

DSF dumps and restores at the same physical speed as FDR. The most important performance
feature of DSF, however, is its basic facility to RESTORE any number of data sets from a full volume
backup tape. DSF can save many hours of work when the time comes to implement installation
recovery plans.

As a default, during a dump operation, DSF will acquire enough buffers to retain a cylinder of data
in storage at atime (BUFNO=MAX), and will use an I/O technique involving the Read Multiple Count
Key Data command or the Read Track command. This technique requires 1024K per concurrent
backup without COMPRESS, or 2048K per concurrent backup with COMPRESS. The virtual
storage for these buffers is located in the private area below 16 MB, and the real storage is located
above 16 MB, if available. INNOVATION strongly recommends running with this technique for
optimum performance. However, if the installation does not have sufficient storage to support this
technique, it is possible to request a smaller number of buffers. In that case a slower I/O technique
will be used. A smaller number of buffers may be requested by changing the installation default
(See Section 91 or 92), or at execution time by specifying BUFNO=nn. The storage requirement is
about 58K per buffer for 3390 and about 50K per buffer for other devices.

DSF has an option to create a duplicate or second copy of the backup data set during dump
processing. When several volumes are dumped duplicate backup files may be made for one or
more of the disks regardless of the others.

To create a duplicate backup file during the DUMP a TAPEX/TAPEXxx set of DD statements are used
in conjunction with the DISKx DD statement. Creating a duplicate backup uses no additional
memory.

DSF can be instructed to compress the data on the sequential backup file. This option will decrease
the number of bytes transferred to the backup. The compressed file will usually be 20 to 50%
smaller than an uncompressed file. However, the CPU time used by DSF to dump the disk will
increase substantially.

Compressed backups will be automatically recognized by DSF restore.

INNOVATION strongly recommends running with COMPRESS and the default of BUFNO=MAX to
substantially reduce tape usage and to reduce elapsed time, if CPU time and storage are available.

The user can specify that DSF is to test the availability of the data sets being dumped or restored.
A data set is considered active if any job in the system, other than DSF, has allocated it. This is true
whether the disposition specifies OLD, SHR or NEW. Any data set which is active will be dumped
(unless the ENQERR=BYPASS operand is given) but not restored. A warning message will be
issued if the data set is not available. In addition, the user can request that the data set is to be
locked up (enqueued) during the execution of the dump or restore.
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DSF DUMP/PRINT JOB CONTROL REQUIREMENTS

To execute DSF for a DUMP or PRINT operation, the following JCL statements are required.

The JOB Statement is user-specified and depends on user standards.

If required, specifies the load library in which DSF resides. The library must be APF authorized.

Specifies the program name (FDRDSF), region requirement, and PARM field. If a PARM field is
specified, DSF will use data specified as the first control statement, which must be a valid DUMP
or PRINT statement; if the PARM data contains a slash (/), the data after the slash will be used as
the second control statement (usually a SELECT). If FDRDSF is invoked from a user program,
Register 1 must follow IBM’s convention for passing data from the PARM field. See Section 20.02
for region requirements.

Specifies the output message data set. Usually a SYSOUT data set. Must be present.

Specifies the ABEND dump data set. Usually a SYSOUT data set. A SYSUDUMP DD statement
should always be included to assist in error diagnosis.

Specifies the unit, volume serial and disposition of the input disk volume.

Example: //D1SK1 DD UNIT=SYSDA,VOL=SER=DISKO1,DISP=0LD

x may specify any valid alphanumeric character (0-9, A-Z) and must have a corresponding TAPEX
DD statement. The DUMP or PRINT will proceed for as many pairs of DISKx/TAPEXx statements as
are present. If DUMMY is specified, this DD statement will be ignored. The DISKx DD statement
may use a cataloged data set to point to the disk pack by specifying the data set name and
disposition; this data set need not be processed during the DSF run. However, a DISKx DD may
point to only one disk volume.

On DUMP Operations -- Specifies a backup tape data set or sequential data set on disk. DUMMY
is supported. When TAPEX references a disk data set, a sequential backup is created in the data
set pointed to by this DD statement. UNIT=AFF or VOL=REF may be specified, referencing another
TAPEx DD statement; this dump will be serialized by DSF, running after the previous tape dump
has completed.

You should specify a volume count on the TAPEx DD statement if any significant amount of data
may be dumped, since the system default is 5. A full 3380-K could require up to 12 3420 reels at

6250 BPI, or 9 3480 cartridges. Even with COMPRESS or IDRC reducing the volume of tape, the
backup can exceed 5 volumes. If a DD statement does not specify a volume count, and the data

set exceeds 5 volumes, the Operating System gives an S837 ABEND.

On PRINT Operations -- Specifies the output print data set. Usually a SYSOUT data set.
There must be a TAPEX statement matching every DISKx statement.
Specifies a second copy of the backup is to be created (for DUMP only). A duplicate backup file for

TAPEXx will be produced on TAPExx. For example, if DISK6 is being dumped to TAPES, the
inclusion of a TAPE66 DD statement will cause a second backup file to be produced.

Specifies the output data set for messages related to the matching DISKx when the ATTACH option
is used. Must be present if ATTACH is used; not needed otherwise. Usually a SYSOUT data set.

Specifies a data set containing the control statements for DSF. Usually a DD * data set.
Required for DSF.
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DUMP

D TYPE=DSF
LATTACH
,BUFNO=nn | MAX
,COMPRESS=ALL | COPY1 | COPY2
,DATA=ALL | USED
,DSN=VTOC
,DSNENQ=NONE | TEST | USE | HAVE
,ENQ=ON | OFF | RESERVE
,ENQERR=NO
,ENQERR=BYPASS | PROCESS
,FORMAT=0LD | NEW [ SPLIT
,ICFCORE=nnnnnn
,LBPZERO=VALID | INVALID
,MAXCARDS=nnnnn
,MAXERR=nnnn
,SELTERR=NO | YES

DUMP This control statement is required for a DUMP operation. It must be the first control statement.

COMMAND .
It must be followed by one or more SELECT statements and optionally one or more EXCLUDE

statements to specify the data sets or tracks to be dumped (unless DSN=VTOC is specified and the
VTOC is the only thing to be dumped).

OPERANDS TYPE=DSF Specifies the type of dump. Must be specified on DUMP command.

ATTACH Specifies that DSF is to dump the disk volumes concurrently. DSF will attach
a subtask for each unique tape drive specified. If a TAPEx DD statement
specifies the same tape drive as another TAPEx DD statement, DSF will
serialize those backups.

Default is that DSF will process each DISKx/TAPEXx pair one at a time, in the
order that the DISKx DD’s appear in the JCL.

CONTINUED . . .
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DSF DUMP Command 20.04

Specifies the FDRCOPY performance option.

MAX — is the default and specifies that FDRCOPY is to acquire enough
buffers to retain a cylinder of data in storage at a time. It can be overridden but
the alternate performance option is much slower and is not recommended.

ALL — specifies that DSF is to compress the output data on the backup file
for both copies (TAPEx and TAPEXxx).

COPY1 — specifies that only the data on the TAPEx DD statement will be
compressed.

COPY2 — specifies that only the data on the TAPExx DD statement will be
compressed.

Add 1024K to the memory requirement for each concurrent dump subtask
when COMPRESS= is specified.

Default is that the backup tapes will not be compressed

USED — specifies that DSF is to dump only the used portion of PS or PO type
data sets. On most packs, this will make the dump run faster, but at the risk of
not backing up all of the data if data sets have invalid last block pointers.

If the data set has a last block pointer of all zeroes, which usually means it was
never used, DSF will default to dumping the entire data set unless
LBPZERO=VALID is specified. With LBPZERO=VALID, DSF will dump only
the first track.

ALL — specifies that DSF is to dump the entire data set.
Default is USED.

Specifies that DSF is to dump the VTOC and volume label track in addition to
any selected data sets. If DSN=VTOC is specified, the VTOC can only be
restored by absolute track. If the VTOCIX (indexed VTOC) and/or VVDS are
required, they must be named on SELECT statements.

(Example: DSN=SYS1_.VTOCIX.** and DSN=SYS1.VVDS.V**)._

CONTINUED. . . .
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Specifies that DSF is to enqueue all of the data sets on the volume being

dumped. DSF will issue an exclusive enqueue with a major name of ‘'SYSDSN’
and a minor name of the data set name. This is the enqueue used by the job
scheduler. If the enqueue fails, DSF will issue a warning message for the data
set. The data set will still be dumped unless ENQERR=BYPASS is specified.

A U0888 ABEND will be issued at the end of the DSF execution unless
ENQERR=NO is specified. DSNENQ-= is independent of ENQ= which
prevents new data sets from being allocated or old data sets from being
scratched.

TEST—The data sets will only be tested to see if they are active at the time
the dump starts. The data sets will not be enqueued.

USE—The data sets will be enqueued for the duration of the dump. If not
available, only a warning message is issued and the data set will not
be enqueued.

HAVE—The data sets will be enqueued for the duration of the dump. If not
available, DSF will issue a message (FDRW27) to the operator. The
operator can respond WAIT, NOWAIT or RETRY to the message. If
WAIT is specified, DSF will wait for the data set to become available.
The job could time out. If NOWAIT is specified, DSF will print a warning
message for the data set and will not issue the enqueue. If RETRY is
specified, DSF will attempt the enqueue again.

NONE—This is the default. No data set ENQ will be issued

NOTE: If the data set is specified in a DD statement in the DSF job with
DISP=SHR, DSF will change the scheduler enqueue for the data set
to EXCLUSIVE (DISP=0LD) if the user specifies TEST, USE or
HAVE. The operator cannot respond WAIT to the message issued by
DSNENQ=HAVE if this enqueue cannot be changed from SHARE to
EXCLUSIVE.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility is available and the SYSDSN QNAME
is broadcast across systems. Without this capability, DSF can
only determine which data sets are active on the system DSF is
running on.

ON — specifies that DSF is to perform an enqueue on the VTOC during the
dump operation. This enqueue will prevent other tasks from allocating new
data sets or scratching old data sets on the system DSF is running on.

RESERVE— specifies that DSF will issue a RESERVE on the volume being
dumped. This command will lock out a shared DASD system from accessing
the pack.

OFF — specifies that DSF will not enqueue the VTOC during the dump.
Default is OFF.

NO — specifies that DSF will not issue a U0888 ABEND at the end of the DSF
execution if the DSNENQ= option is used and a data set is found to be active.

Default is that DSF will issue the U0888 ABEND.

BYPASS — specifies that DSF not dump a data set if the DSNENQ= option is
used and the data set is found to be active.

PROCESS — specifies that DSF is to dump a data set even if the DSNENQ=
option found it to be active (a warning message will still be produced).

Default is PROCESS.

NOTE: both ENQERR=NO and ENQERR=BYPASS/PROCESS may be
specified on the same DUMP statement.

CONTINUED. . . .
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Specifies the format of the sequential backup file.

OLD — specifies that DSF is to create the backup using the format prior to Ver
4.5. This option will switch to SPLIT if the backup is of 3380 or 3390 disk.

NEW — specifies that FDR is to create the backup using a maximum of a 56K
blocksize.

SPLIT — specifies that DSF is to create the backup using a maximum
blocksize of 32K. DSF will split the backup blocks into multiple records.

WARNING: If you use normal copy program (ex: IEBGENER) to copy a
backup file created with FORMAT=NEW, you will not get any error messages,
but the resulting tape will not be useable for a restore. Tapes in the new format
must only be copied with the INNOVATION provided tape copy program
(FDRTCOPY) or FATAR. If FORMAT=0LD or SPLIT is specified, DSF will
ignore the BUFNO option.

Default is NEW if backup is on tape — SPLIT if backup is on disk.
Use of FORMAT=0LD or SPLIT will result in a large increase elapsed time.

Specifies that DSF is to increase the size of the table used to the store the ICF
VSAM cluster and component names. DSF needs to save all of the component
names and their associated clusters which currently exist on the volume.
nnnnnn is specified in bytes and must be large enough to contain all the VSAM
names.

NOTE: Specifying ICFCORE= will increase the DSF memory requirement by
the value specified. The default value imposes no additional memory
requirement.

Default is 49152 bytes, which normally holds about 600 ICF VSAM
components. If the input disk is a 3390, the default is 53248, which will hold
about 650 components.

VALID — specifies that DSF is to consider PS data sets which are empty (last
block pointer of zero) as containing one used track.

INVALID — specifies that DSF will consider PS data sets which are empty as
fully used.

WARNING: Care should be taken using VALID since certain data sets may
have the last block pointer as all zeroes and not be empty. EX: SYS1.DUMP
data sets.

Defaultis INVALID unless overridden in the FDR/ABR global option table (See
Section 91 or 92).

Enables DSF to accept additional control statements.
Default is a maximum of 250 control statements.

Specifies the number of tape or disk errors that are permitted by DSF prior to
ABENDing the dump operation. MAXERR may specify a value from 1 to 9999
errors.

WARNING: MAXERR over the default value may result in the loss of many
data sets. This option should only be used when necessary and with care.

Default is 20 errors.

NO — specifies that DSF is not to issue a U0888 ABEND if a SELECT
statement is not referenced.

YES — specifies that DSF will issue a U0888 abend at the end of the DUMP
if any SELECT/EXCLUDE statement did not apply to any data set on any input
disk.

Default is YES unless overridden in the FDR/ABR global option table (See
Section 91 or 92).
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DSF PRINT Command

PRINT

P TYPE=DSF
,DATA=ALL | USED
,DSN=VTOC

,LENQ=ON | OFF | RESERVE
,LBPZERO=VALID | INVALID
,MAXCARDS=nnnnn
,MAXERR=nnnn

This control statement is required for a PRINT operation. It must be the first control statement. It
must be followed by one or more SELECT statements and optionally one or more EXCLUDE
statements to specify the data sets or tracks to be printed (unless DSN=VTOC is specified and the
VTOC is the only thing to be printed).

DSF will print the data sets or tracks specified in storage dump format (hexadecimal and EBCDIC)
and will write this report to the TAPEXx data set. The logical record length is 121. This data set is
usually SYSOUT or may be a sequential data set on tape or disk. User may override the blocksize
on the JCL. Default blocksize on tape or disk is 1210.

TYPE=DSF Specifies the type of PRINT. Must be specified on PRINT command.

DATA= USED — specifies that DSF is to print only the used portion of PS or PO type
data sets. If the data set has a last block pointer of all zeroes (which usually
means it was never used), DSF will print the entire data set unless
LBPZERO=VALID is specified. With LBPZERO=VALID, DSF will print only the
first track.

ALL — specifies that DSF is to print the entire data set.
Default is USED.

DSN=VTOC Specifies that DSF is to print the VTOC and volume label track in addition to
any selected data sets.
ENQ= ON — specifies that DSF is to perform an enqueue on the VTOC during the

print operation. This enqueue will lock out users from allocating new data sets
or scratching old data sets.

RESERVE — specifies that DSF will issue a RESERVE on the volume being
printed. This command will lock out a shared DASD system from accessing
the pack.

OFF — specifies that DSF will not enqueue the VTOC during the PRINT.
Default is OFF.

LBPZERO= VALID — specifies that DSF is to consider PS or PO data sets which are
empty (last block pointer of zero) as containing one used track.

INVALID — specifies that DSF will consider PS or PO data sets which are
empty as fully used.

WARNING: Care should be taken using VALID since certain data sets may
have the last block pointer as all zeroes and not be empty. EX: SYS1.DUMP
data sets.

Default is INVALID unless overridden in the FDR/ABR global option table (See
Section 91 or 92).

MAXCARDS= Enables DSF to accept additional control statements.
Default is a maximum of 250 control statements.

MAXERR= Specifies the number of disk errors that are to be bypassed by DSF prior to
ABENDiINg the print operation. MAXERR may specify a value from 1 to 9999
errors.

Default is 20 errors.
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SELECT DSN-=filter
S DD=ddname
ALLDSN

EXCLUDE = FROM(CYL=cccc, TRK=tttt), TO(CYL=cccc, TRK=tttt)
X ,DATA=ALL

,DSN,DSORG=(xX,XX,..)
ENQ=NONE
, TAPEDD=x

This control statement selects the data sets to be dumped or printed.

The SELECT command identifies the individual data set name, group of data sets, or absolute
tracks to be processed. The EXCLUDE command identifies data sets from within those selected by
SELECT statements which are not to be processed. All data sets in the VTOCs of DASD volumes
specified by DISKx DD statements will be compared to these control statements to identify those to
be processed; each data set will be compared to each control statement until a match is found. A
maximum of 250 of these control statements may be used in one execution unless overridden by
MAXCARDS=.

The control statements are always scanned in the order in which they were input, so in
general, EXCLUDE statements should precede SELECT statements. Since DSF will only dump
or print data sets which are selected, EXCLUDE statements are required only to exclude certain
data sets from within a larger group on a SELECT statement, and can also be used to EXCLUDE
certain tracks.

Example 1. Select all data sets with a first index of “A” except those with a second index of “B”:

EXCLUDE DSN=A_B_.**
SELECT DSN=A_**
Example 2. Select all data sets except partitioned (PDSs):

EXCLUDE ALLDSN,DSORG=PO
SELECT ALLDSN

ICF VSAM clusters can be selected by specifying the fully-qualified base cluster name or matching
on the base cluster with generic data set selection. When selected, all components of that cluster
that exist on the volumes being processed will be dumped or printed, including alternate indexes
and key range components. DSF will not examine ICF VSAM component names when processing
SELECT/EXCLUDE statements; components will be selected only if their cluster name is selected.
For further information, see Section 52.11, VSAM SPECIAL CONSIDERATIONS.

CONTINUED . . .
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OPERANDS DSN= Specifies a fully-qualified data set name or a filter to be used for generic data
set selection, as described in Section 52.16. This name or filter will be used
when scanning the VTOCs of selected volumes.

EXAMPLES: DSN=USER1.JCL .CNTL
DSN=**LIST
DSN=PROD++_.**_LIB™*

DSN= does not have any special support for selecting GDGs.

NOTE: The DSG= operand documented in previous versions of DSF is still
accepted, but the DSN= operand with a generic data set name filter is the
preferred way of selecting groups of data sets.

DD= Specifies that a data set name is to be taken from a DD statement. This
operand must point to the DDNAME of a JCL statement. Using this option
enables the user to specify a non-standard data set name or a generation data

set name.
EXAMPLE: SELECT DD=DD1
//DD1 DD DSN=A_B.C(0),DISP=SHR
ALLDSN Specifies that DSF is to select all the data sets on the volumes specified. The

VTOC and volume label track are not dumped using ALLDSN. (See
DSN=VTOC in Sections 20.04 and 20.05.)

FROM/TO Specifies an absolute track dump or print of the tracks specified. The values
are specified in decimal, relative to zero. The alternate tracks of a volume
cannot be dumped. For example, valid specification on a 3390-2 are CYL=0
TRK=0 to CYL=2225 TRK=14. The FROM address must not be higher than
the TO address. If the FROM track is not specified, zero is assumed. If the TO
track is not specified, the last track of the cylinder is assumed. Absolute track
commands can be mixed with SELECT commands for data sets. The FROM
and TO operands must appear on the same control record, and cannot be
continued. FROM/TO cannot be used on an EXCLUDE command.

NOTE: DSN, DD, ALLDSN and FROM/TO are mutually exclusive. One and
only one of these operands must be specified on each SELECT or
EXCLUDE card.

DATA= ALL — specifies that DSF will dump or print the entire data set. Should be
used if the last block pointer is invalid on certain data sets.

Default is that DSF will dump or print only up to the last block pointer for PS
and PO data sets unless DATA=ALL was specified on the DUMP or PRINT
statement.

DSNENQ= NONE— specifies that DSF is to bypass the data set enqueue for this data set.

Default is the enqueue option is determined by the DSNENQ option specified
on the DUMP or PRINT statement.

CONTINUED . . .
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DSORG=

TAPEDD=

Specifies that the data sets are not to be selected unless their DSORG
matches one of the DSORGs specified. If more than one DSORG is specified,
they must be enclosed in parentheses.

VALID DSORGS are:

DA — BDAM UN — UNDEFINED EF — ICF VSAM

IS — ISAM PS — SEQUENTIAL UM — UNMOVABLE
AM — ALL VSAM PO — PARTITIONED

X -- specifies the same character as specified in a TAPEx DD statement. If this
operand is specified, then this SELECT/EXCLUDE will only apply to data sets
on the input disk volume specified by the DISKx DD statement. TAPEDD=
might be used when multiple DISKx DD statements point to the same volume
to select which data sets are to go to which backups.

NOTE: TAPEDD should be used when the DISKx DD statements specify
dsnames, using the catalog to determine the volumes on which the data sets
reside. In that case, it may happen that more than one DISKx DD statement
points to the same volume. If so, every requested data set that resides on the
same volume will be dumped once for each DISKx DD statement pointing to
that volume, unless TAPEDD is specified.

CONTINUED. . . .
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DSF RESTORE JOB CONTROL REQUIREMENTS

To execute DSF for a RESTORE operation, the following JCL statements are required.

The JOB Statement is user-specified and depends on user standards.

If required, specifies the load library in which DSF resides. The library must be APF authorized.

Specifies the program name (FDRDSF), region requirement, and PARM field. If a PARM field is
specified, DSF will use the data specified as the first control statement, which must be a valid
RESTORE statement; if the PARM data contains a slash (/), the data after the slash will be used as
the second control statement (usually a SELECT). If FDRDSF is invoked from a user program,
Register 1 must follow IBM'’s convention for passing data from the PARM field. See Section 20.02
for region requirements.

Specifies the output message data set. Usually a SYSOUT data set.

Specifies the ABEND dump data set. Usually a SYSOUT data set. A SYSUDUMP DD statement
should always be included to assist in error diagnosis.

Specifies the input backup data set on tape or disk, from which data is to be restored. x may specify
any valid alphanumeric character (0-9, A-Z). There may be up to 36 such TAPEx DD statements;
DSF will restore from each in turn in the order they appear in the JCL.

Each may pointto a FDR, DSF, ABR or SAR backup. Backups may not be concatenated on a single
TAPEX.

Specifies the unit, volume serial and disposition of an output disk volume. The DISKx DD statement
is optional; DSF will dynamically allocate required output volumes if necessary. If present, the
volume pointed to by the DISKx DD statement will be used to restore data sets selected from the
TAPEXx backup file, unless overridden by SMS or the NVOL= operand. Complete rules for output
volume selection are in Section 20.07.
Example:
//DISK1 DD UNIT=SYSDA,VOL=SER=DISKO1,DISP=0LD
Only one disk volume serial may be specified on a DISKx DD.

x may specify any valid alphanumeric character (0—9, A—Z) and must have a corresponding
TAPEx DD statement. If DUMMY is specified, this DD statement will be ignored. The DISKx DD
statement may use a cataloged data set to point to the disk pack by specifying the data set name
and disposition. Note that this data set need not be processed during the DSF run.

Specifies a data set containing the control statements for DSF. Usually a DD * data set.
Required for DSF.
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RESTORE

R TYPE=DSF
,BLKF=nn
,BYPASSACS
,BYPASSSMS
,CATIFALLOC

,DATA=ALL | USED

,DSNENQ=NONE [ TEST | USE | HAVE
JICFCAT=0ORIGINAL | STEPCAT | ALIAS
,MAXCARDS=nnnn,MAXERR=nnnn

,NOCAT,RECAT

,PRESTAGE

,RLSE,%FREE=nn

,SELTERR=NO | YES

,SMSGDG=DEFERRED | ACTIVE | ROLLEDOFF | INPUT
,VRECAT

This control statement is required for a RESTORE operation. Only one is allowed per execution,
and it must be the first control statement. It must be followed by one or more SELECT statements,
and optionally EXCLUDE statements, to specify the data sets to be restored.

DSF will read each backup file specified on a TAPEx DD statement and will restore one or more
data sets as indicated by the SELECT and EXCLUDE statements which follow (See Section 20.08).
While reading a backup file, DSF can restore the selected data sets to one or more disk volumes
concurrently. The target disk volume will be selected for each data set by the following rules:

* If the NVOL= operand was specified on the SELECT statement which selected this data set, that
volume or volumes will be used. If NVOL= specified more than one volume serial, the first of those
volumes will be selected; allocation may be attempted on up to 64 of those volumes in turn until
it is successful. If the NVOL list includes more than one type of disk device, those with the same
type as the input data set (“like” devices) will be tried first. Any volumes in the NVOL list which
are not online will be ignored.

* If a DISKx DD statement matching the TAPEx DD from which the data set is being restored is
present in the DSF JCL, then the disk to which it points will be selected for output.

* |f the output data set name (the original name, or the newname if the NEWNAME-=,
NEWGROUP=, or NEWINDEX= operand was specified on the SELECT statement which
selected the data set) is cataloged, then the volume to which it is cataloged will be chosen.

If the data set is cataloged as being on multiple volume serials, then the volser will be selected
from that list based on the volume sequence number in the F1 DSCB (field DS1VOLSQ) of the
input data set.

* If none of the above apply, then the serial of the volume from which the data set was dumped, as
recorded on the backup data set, will be used.

If SMS (System Managed Storage) is active on this system, and the data set does not already exist

on the volume selected by the rules above, SMS is invoked to decide if the data set should be

SMS-managed. If so, SMS will select an output volume. SMS rules are detailed in Sections 20.01
and 52.50.

CONTINUED. . . .
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Specifies the type of RESTORE. Must be specified on the RESTORE
command.

Specifies that DSF is to reblock PS fixed and variable record format and PO
data sets. Except when restoring a PS file to a smaller disk the blocking factor
must result in a larger blocksize, otherwise it will be ignored. On partitioned
data sets, DSF will set the blocksize to a higher value, but will not actually
reblock the members.

BLKF= specifies a value of 1 to 10. 1 is full track blocking (max 32760), 2 half
track, to 10 for a tenth of a track blocking. On fixed files DSF will round down
to a multiple of the LRECL.

Default is that DSF will not reblock data sets. The restore will fail if the input
data set has blocks larger than the track size of the output disk.

On a system with SMS (System Managed Storage) active, specifies that the
SMS ACS (Automatic Class Selection) routines are not to be invoked for data
sets which must be allocated by DSF. If a data set has a SMS storage class
assigned (see STORCLAS= in Section 20.08) it will be SMS-managed, and
SMS will be invoked to allocate the data set on an SMS-chosen volume, but
SMS will not be allowed to override the storage class or management class
assigned to the data set.

Default is that on an SMS system, the SMS ACS routines will be invoked for
every data set which has to be allocated. The assigned storage and
management classes will be passed to those routines, which can approve or
override them. A data set will be passed to SMS for allocation if the storage
class ACS routine assigns a storage class to the data set.

On a system with SMS (System Managed Storage) active, specifies that DSF
is to directly allocate data sets on SMS-managed volumes, bypassing normal
SMS storage group and volume selection. The selected output volume must
be a SMS-managed disk volume, and the data sets being restored must have
a SMS storage class assigned (see BYPASSACS above and STORCLAS=in
Section 20.08). DSF will allocate and catalog the data sets according to SMS
standards.

Normal SMS facilities do not allow allocation of data sets on specific volume
serials, but BYPASSSMS will do so, allowing data sets to be located for
performance or other reasons. Note that if BYPASSACS is also specified, the
assigned SMS classes will not be validity- or authority-checked.

Default is that on an SMS system, for data sets which are SMS-managed and
must be allocated, the SMS storage group ACS routine will be invoked to
select a storage group and SMS will select a SMS-managed volume and
allocate and catalog the data sets.

BYPASSACS and BYPASSSMS are primarily for use by storage
administration personnel, since they bypass normal SMS allocation controls
and rules. In order to use BYPASSACS or BYPASSSMS, the user of DSF
must be authorized to the RACF profile

STGADMIN.ADR.RESTORE.BYPASSACS
in class FACILITY, or the equivalent in other security systems.

Specifies that non-VSAM output data sets will be cataloged by DSF even if
they were preallocated (not allocated by DSF); the output data set will be
cataloged if it is not already cataloged on another volume (unless the RECAT
operand was specified).

Default is that DSF will catalog the output data sets only when it allocates
them.

CONTINUED. . . .
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ALL — specifies that DSF will restore the entire data set. ALL should not be
specified unless the backup was taken using the DATA=ALL option (defaulted
to in FDR).

DATA=ALL should not be specified with RLSE and %FREE.

USED — specifies that DSF will only restore the used portion of the data set
for PS or PO files.

Default is USED.

Specifies that DSF is to enqueue all of the data sets being restored. DSF will
issue an exclusive enqueue with a major name of ‘SYSDSN’ and a minor
name of the data set name. This is the enqueue used by the job scheduler. If
the enqueue fails, DSF will issue a warning message for the data set. The data
set will not be restored. A U0888 will be issued at the end of the DSF execution
unless ENQERR=NO is specified. DSF will not enqueue on data sets which it
has allocated.

TEST —The data sets will only be tested to see if they are active at the time
the restore starts. The data set will not be enqueued.

USE —The data sets will be enqueued for the duration of the restore. If not
available, the data set will not be restored.

HAVE —The data sets will be enqueued for the duration of the restore. If not
available, DSF will issue a message (FDRW27) to the operator. The
operator can respond WAIT, NOWAIT or RETRY to the message. If
WAIT is specified, DSF will wait for the data set to become available.
The job could time out. If NOWAIT is specified, DSF will print a
warning message for the data set and will not restore the data set. If
RETRY is specified, DSF will attempt the enqueue again.

NONE — This is the default. No data set ENQ will be issued.

NOTE: If the data set is specified in a DD statement in the DSF job with
DISP=SHR, DSF will change the scheduler enqueue for the data set to
EXCLUSIVE (DISP=0OLD) if the user specifies TEST, USE or HAVE. The
operator cannot respond WAIT to the message issued by DSNENQ=HAVE if
this enqueue cannot be changed from SHARE to EXCLUSIVE.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility is available and the SYSDSN QNAME is broadcast
across systems. Without this capability, DSF can only determine which data
sets are active on the system DSF is running on.

ICF VSAM files only. Specifies the source of the catalog hame to be used by
DSF if an output ICF VSAM cluster is to be allocated.

ORIGINAL — on a restore to the same name, specifies that DSF is to use the
catalog in which the original dumped cluster was cataloged.

On a restore to a new name, ICFCAT=0ORIGINAL is ignored, and
ICFCAT=ALIAS normally is used. If it is desired to catalog the output cluster
into the same catalog as the input cluster, the user must specify
ICFCAT=STEPCAT, and must supply a STEPCAT DD statement pointing to
that catalog.

STEPCAT — specifies that DSF is to use the STEPCAT as the catalog. If a
STEPCAT DD statement is not supplied, DSF will use the master catalog or
the catalog which is aliased for this data set in the master catalog.

ALIAS — specifies that DSF is to determine the catalog from the alias name
in the master catalog. If no alias is found, and the cluster is being restored to
the same name, DSF will use the input cluster’s catalog. If no alias is found,
and the cluster is being restored to a new name, DSF will use the STEPCAT
(if present in the JCL) or the master catalog. Multi-level alias is supported.
Default: ORIGINAL, except that if the cluster is being restored to a newname
(NEWGROUP or NEWINDEX specified) the default is ALIAS. If the output
cluster is SMS-managed, ALIAS is forced.

Enables DSF to accept additional control statements.

Default is a maximum of 250 control statements.

Specifies the number of tape or disk errors that are to be bypassed by DSF
prior to ABENDiIng the restore operation. MAXERR may specify a value from
1 to 9999 errors.

Default is 20 errors.
CONTINUED . ..
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NOCAT specifies that DSF will not catalog any output data sets. This option is

ignored for ICF VSAM clusters and SMS-managed data sets, since these must
always be cataloged.

RECAT specifies that DSF should catalog non-VSAM output data sets even if
they are currently cataloged to another volume.

Default: DSF will catalog output non-VSAM data sets unless they are currently
cataloged to another volume. Allocation of SMS-managed data sets will fail if
they cannot be cataloged.

NOTE: NOCAT and RECAT are mutually exclusive. DSF will normally only
attempt to catalog output data sets which it allocates (not pre-allocated) unless
the CATIFALLOC operand is specified.

Specifies that DSF is not to restore a data set if the output data set already
exists on the selected output volume. This may be used to avoid restoring data
sets which have already been restored.

Default is that DSF will restore to pre-allocated data sets, overlaying the
existing contents of those data sets. If the data sets do not exist, they will be
allocated.

RLSE — specifies that DSF is to release all of the unused space in the output
data sets for selected PS and PO data sets.

%FREE=nn — specifies a percentage (nn%) of the PS and PO data sets to
be left free after the restore. The data sets will not be expanded in size from
the original allocation of the input data set. nn may range from zero (0) which
will free all of the free space (same as RLSE) to 99 will which attempt to leave
the data sets with 99% free space.

Space will be released only from data sets allocated by DSF.

Default is that DSF allocate the output data sets the same size as the input
data sets (unless overridden by TRK=/CYL= on the SELECT statement).

NO — specifies that DSF is not to issue a U0888 ABEND if a SELECT
statement is not referenced.

YES — specifies that DSF will issue a U0888 abend at the end of the
RESTORE if any SELECT/EXCLUDE statement did not apply to any data set
on any backup data set.

Default is YES unless overridden in the FDR/ABR global option table (See
Section 91 or 92).

Specifies the status of SMS-managed GDG (Generation Data Group) data
sets, if allocated by DSF.

DEFERRED, ACTIVE, or ROLLEDOUT will set the GDG to that status.

INPUT will set the GDG to the original SMS status of the GDG generation, as
recorded on the backup tape. If the original GDG was non-SMS, it will be set
ACTIVE if that generation is currently cataloged, otherwise DEFERRED.
Default is DEFERRED.

Allows ICF VSAM clusters to be allocated and cataloged even if they already
exist in the target ICF catalog. If the output cluster does not exist on the output
volume selected, but the cluster name is in the catalog, the cataloged cluster
will be scratched (by DELETE or, if that fails, DELETE NOSCRATCH).
VRECAT is useful when restoring a cluster when its catalog has been
restored, but the cluster on disk has not, or when restoring a cluster to a new
volume. VRECAT is ignored for ICF catalogs and when the restore does not
include the base data component.
Default is that ICF VSAM clusters cannot be allocated if the cluster name
already exists in the catalog (even if the catalog points to the output volume).
WARNING: VRECAT will DELETE the original cluster, with all its
components, alternate indexes and PATHs, from the catalog
and disks. If the DELETE fails for some reason, the DELETE
NOSCRATCH may leave uncataloged components on disk.
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DSF SELECT COMMAND--FOR RESTORES
DSN=filter]| DD=ddname| ALLDSN
FROM(CYL=cccc, TRK=tttt), TO(CYL=cccc, TRK=tttt)
,BLKF=nn
,DATA=ALL
,DATACLAS=dataclass| ,NULLDATACLAS
,DSNENQ=NONE
,MGMTCLAS=managementclass| ,NULLMGMTCLAS
,NEWNAME=newname| ,NEWGROUP=newgroup| ,NEWINDEX=newindex
,NEWDD=new ddname
,NOCAT,RECAT
,NVOL=(vvvvvv,vvwvwyv,...)
,PRESTAGE
,RLSE, %FREE=nn
,STORCLAS=storageclass| ,NULLSTORCLAS
,TAPEDD=x
,TRK=nnnnn|,CYL=nnnnn
,VRECAT
This control statement selects the data sets to be restored. The SELECT command identifies the
individual data set name, group of data sets, or absolute tracks to be processed. The EXCLUDE
command identifies data sets or tracks from within those selected by SELECT statements which
are not be be processed. All data sets in the backup files specified by TAPEx DD statements will
be compared to these control statements to identify those to be processed; each data set will be
compared to each control statement until a match is found. EXCLUDE statements should only

contain the operands DSN=, DD=, ALLDSN, FROM, and TAPEDD=. A maximum of 250 of these
control statements may be used in one execution unless overridden by MAXCARDS=.

The control statements are always scanned in the order in which they were input, so in general,
EXCLUDE statements should precede SELECT statements. Since DSF will only restore data sets
which are selected, EXCLUDE statements are required only to exclude certain data sets from within
a larger group on a SELECT statement, and can also be used to EXCLUDE certain tracks.

Example 1. Select all data sets with a first index of “A” except those with a second index of “B”:

EXCLUDE DSN=A_.B.**
SELECT DSN=A_**

Example 2: Select all data set except those beginning with “SYS” on TAPEZ2:

EXCLUDE DSN=SYS** ,TAPEDD=2
SELECT ALLDSN

CONTINUED. . ..
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If you are restoring to a pre-allocated ICF VSAM cluster, where the cluster name is the same as the
original, but the components may be named differently (especially if the component names were
defaulted and assigned “timestamp” names prior to DFP V3), you must specify the cluster name as
both DSN= and NEWNAME-=; this causes DSF to LOCATE the new component names.
NEWNAME cannot be specified for clusters with more than one alternate index.

If restoring an ICF VSAM cluster to a new name, if the new cluster must be allocated, you should
specify NEWGROUP= or NEWINDEX=. DSF will modify both the cluster and component hames.
This is illustrated in Section 20.11.

VSAM catalogs and VVDSs cannot be restored to a NEWNAME. DSF will properly restore a VSAM
catalog even if it has been re-allocated thereby generating a new CATINDEX name.

See Section 52.11 for VSAM SPECIAL CONSIDERATIONS.

DSN= Specifies a fully-qualified data set name or a filter to be used for generic data
set selection, as described in Section 52.16. This name or filter will be used
when scanning the names of data sets on the backup tapes to be restored.

EXAMPLES: DSN=USER1 .JCL .CNTL
DSN=**LI1ST
DSN=PROD++ _.** _LIB*
DSN= does not have any special support for selecting GDGs.

NOTE: The DSG= operand documented in previous versions of DSF is still
accepted, but the DSN= operand with a generic data set name filter is the
preferred way of selecting groups of data sets.

DD= Specifies that a data set name is to be taken from a DD statement. This
operand must point to the DDNAME of a JCL statement. Using this option
enables the user to specify a non-standard data set name or a generation data

set name.
EXAMPLE : SELECT DD=DD1
//DD1 DD DSN=A.B.C(0) ,DISP=SHR
ALLDSN Specifies that all of the data sets dumped on the backup data set will be
restored.
FROM/TO Specifies an absolute track restore of the tracks identified. The values are

specified in decimal, relative to zero. The alternate tracks of a volume cannot
be restored. For example, valid specification on a 3380-E are CYL=0 TRK=0
through CYL=1769 TRK=14. The FROM address must not be higher than the
TO address. If the FROM track is not specified, zero is assumed. If the TO
track is not specified, the last track of the cylinder is assumed. Absolute track
commands can be mixed with SELECT commands for data sets. The FROM
and TO operands must appear on the same control record, and cannot be
continued. FROM/TO can be used on an EXCLUDE command to exclude
particular tracks from the restore of a data set.

CAUTION: On an absolute track restore, the requested tracks will always be
restored to the same absolute address they were dumped from, regardless of
what data set, if any, is allocated there. The VTOC will not be updated.

NOTE: DSN, DD, ALLDSN and FROM are mutually exclusive. One and only
one of these operands must be specified on each restore statement.

ICF VSAM NOTE: For ICF VSAM, the search is for the base cluster name. The
‘SYS1.VVDS' data set will be bypassed if selected using the ALLDSN or
DSN-=filter operands. See Section 52.11 for further detalils.

CONTINUED. . . .
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BLKF=

DATA=

DATACLAS=
NULLDATACLAS

DSNENQ=

MGMTCLAS=
NULLMGMTCLAS

NEWNAME=
NEWN=

NEWGROUP=
NEWG=
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Specifies that DSF is to reblock PS (fixed and variable record formats) and PO
data sets. Except when restoring a PS file to a smaller disk the blocking factor
must result in a larger blocksize, otherwise it will be ignored. On partitioned
data sets, DSF will set the blocksize to a higher value, but will not actually
reblock the members.

BLKF= specifies a value of 1 to 10. 1 is full track blocking (max 32760), 2 half
track, to 10 for a tenth of a track blocking. On fixed files DSF will round down
to a multiple of the LRECL.

Default is that DSF will not reblock data sets unless BLKF= was specified on
the RESTORE statement. The restore will fail if the input data set has blocks
larger than the track size of the output disk.

ALL -- specifies that DSF will restore the entire data set.

ALL should not be specified unless the backup was taken using the
DATA=ALL option (defaulted to in FDR), and should not be used with RLSE
or %FREE.

Default is that DSF will only restore the used tracks of PS and PO data sets,
unless DATA=ALL was specified on the RESTORE statement.

On a system with SMS active, specifies the SMS data class to be associated
with the data set being restored, overriding the original data class of the data set
(if any).

NULLDATACLAS changes the data class to null (not specified).

Default is that the original data class of the input data set (if any) will be
associated with the output data set if it is allocated as SMS-managed.

NONE — specifies that DSF is to bypass the data set enqueue for this data
set.

Default is the enqueue option is determined by the DSNENQ option specified
on the RESTORE statement.

On a system with SMS active, specifies the SMS management class to be
presented to the SMS management class ACS routine for the data set being
restored, overriding the original management class of the data set (if any). The
ACS routine may accept or override this class.

NULLMGMTCLAS changes the management class to null (not specified).
Default is that the original management class of the input data set (if any) will
be passed to the ACS routine for the output data set if it is allocated as SMS-
managed.

Specifies that DSF is to restore the data set to a new name.

NEWNAME should only be used with DSN= or DD=, and should not be used
for ICF VSAM clusters if they must be allocated.

If the newname ends in a GDG relative generation number, e.g.,
NEWNAME=gdgname(—1), a LOCATE will be done to get the proper
absolute generation number.

Specifies that the data sets are to be restored using a new group name. The
number of characters specified will replace left to right the data set name. Care
should be taken when periods are used that index levels are not incorrectly
changed. DSF will check the new names for valid IBM standards.

EXAMPLE: SELECT DSN=ABC** , NEWG=XYZ
Any data sets restred will be renamed
starting with characters XYZ.

CONTINUED . . .
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NEWINDEX= Specifies that the data set is to be restored with one or more index levels being added or replaced
NEWI= " in the original name. DSF will use each index level specified in NEWI in place of the original index
level. If a period is specified without any characters preceding, DSF will copy one original index
level. If + is specified, DSF will insert the characters following a plus as a new index level. If ++ is
specified, DSF will add the characters following the plus-plus to the end of the original name. If —
is specified, DSF will drop an index level and it's preceding period from the original name.
DSF will check the new names for valid IBM standards.
EXAMPLE: SELECTDSN=A_.B.C,NEWI=XYZ.++END
will result in the newname ‘XYZ.B.C.END’
SELECTDSN=PAY .MASTER** ,NEWI=_TESTMAST
will result in the newname ‘PAY. TESTMAST . XXXXX .
SELECTDSN=A.B.C.D,NEWI=.—----X
will drop the middle two index levels and replace the last, resulting in newname ‘A.X’
If the NEWINDEX value ends in a GDG relative generation number, e.g., NEWI=..NEWMAST(—2),
that relative number will be added to the end of the newname, and a LOCATE done to get the proper
absolute generation number.

NEWDD= Specifies the name of a DD statement from which DSF will obtain the NEWNAME for the restore.
NOTE: NEWN=, NEWG=, NEWI=, and NEWDD= are mutually exclusive. If none of them are
specified, the data set is restored under its original name. NEWN= and NEWDD= should not be
used on SELECT statements which select more than one data set.

NOCAT NOCAT specifies that DSF will not catalog any output data sets selected by this statement. This
RECAT option is ignored for ICF VSAM clusters and SMS-managed data sets, since these must always be
cataloged.
RECAT specifies that DSF should catalog non-VSAM output data sets selected by this statement
even if they are currently cataloged to another volume.
Default: DSF will catalog output non-VSAM data sets unless they are currently cataloged to another
volume, unless overridden by NOCAT/RECAT on the RESTORE statement.
NOTE: NOCAT and RECAT are mutually exclusive. DSF will normally only attempt to catalog
output data sets which it allocates (not pre-allocated) unless the CATIFALLOC operand is specified.

NVOL= Specifies the volume serial(s) for output disk volumes to which data sets selected by this statement
are to be restored. A single volume serial may be specified as NVOL=volser or multiple volume
serials may be specified:

1) A list of volume serials may be given, enclosed in parentheses, e.g.,
NVOL=(TSO001,TSO002,TSO003)

2) A volume group may be specified by placing an asterisk at the end of the volser prefix,e.g.,
NVOL=TSO*

3) The two may be combined, e.g., NVOL=(TSO*,PROD* ABC001)

4) All online disk volumes may be selected by NVOL=*

Volume serials which are not online will be ignored. DSF will attempt to allocate the output data sets

on the first volume specified. If an allocation fails, it will be retried on the next volume in the list (in

ascending device address order) until it succeeds (or until it fails on 64 volumes). If the list contains

several disk device types, “like” volumes (same type as the data set being restored) will be tried

first, then unlike devices.

Specifying multiple volsers or a group allows DSF to restore data sets in one pass even when no

one volume has available space to contain them all.

Default is that the output volume will be selected by rules defined in Section 20.07. Note than when

NVOL= is specified, and data sets are selected which are currently allocated and cataloged, DSF

will restore them to the new volumes, and not to the volume on which they are cataloged.

On a system with SMS active, NVOL= may be ignored if the data set does not exist on the volume

specified and the data set is SMS-managed (see STORCLAS= below).

CONTINUED . . .
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PRESTAGE Specifies that DSF is not to restore a data set if the output data set already exists
on the selected output volume. This may be used to avoid restoring data sets which

have already been restored.
Default is that DSF will restore to pre-allocated data sets, overlaying the existing contents of those

data sets, unless PRESTAGE was specified on the RESTORE statement.

RLSE RLSE — specifies that DSF is to release all of the unused space in the output PS and PO data sets
%FREE= selected by this statement.

%FREE=nn — specifies a percentage (nn%) of the PS and PO data sets to be left free after the
restore. The data sets will not be expanded in size from the original allocation of the input data set.
nn may range from zero (0) which will free all of the free space (same as RLSE) to 99 which will
attempt to leave the data sets with 99% free space.

Space will be released only from data sets allocated by DSF.

Default is that DSF allocates the output data sets the same size as the input data sets (unless
overridden by TRK=/CYL= on the SELECT statement or by RLSE/%FREE= on the RESTORE
statement).

STORCLAS= On a system with SMS active, specifies the SMS storage class to be presented to
NULLSTOR- the SMS storage class ACS routine for the data set being restored, overriding the
CLAS original storage class of the data set (if any). The ACS routine may accept or over-
ride this class.
NULLSTORCLAS changes the storage class to null (not specified).

Default is that the original storage class of the input data set (if any) will be passed to the ACS
routine for the output data set.

If the storage class ACS routine assigns a storage class to this data set, the data set will be
allocated as SMS-managed.

TAPEDD= x — specifies the same character as specified in a TAPEx DD statement. If this operand is
specified, this statement will apply only to data sets on the backup file pointed to by TAPEX.

Default is that data sets specified will be restored from any or all of the backup files specified by the
TAPEx DD statements on which they are found.

TRK= If DSFisto allocate the data set, specifies the number of cylinders or tracks to be used for the space

CYL= allocation. On PS or PO files when DATA=ALL was not specified, this value should be at least equal
to the used portion of the data set. On all other types of files and when DATA=ALL is specified, this
value should be equal to or greater than the original size of the file. For ICF VSAM clusters, modifies
the size of the base data component only. If the space is too small for the data being restored, DSF
will extend the file for non-VSAM.

Default is that DSF will use the original size of the data set.

VRECAT Allows ICF VSAM clusters to be allocated and cataloged even if they already exist in the target ICF
catalog. If the output cluster does not exist on the output volume selected, but the cluster name is
in the catalog, the cataloged cluster will be scratched (by DELETE or, if that fails, DELETE
NOSCRATCH). VRECAT is useful when restoring a cluster when its catalog has been restored, but
the cluster on disk has not, or when restoring a cluster to a new volume. VRECAT is ignored for ICF
catalogs and when the restore does not include the base data component.

Default is that ICF VSAM clusters cannot be allocated if the cluster name already exists in the
catalog (even if the catalog points to the output volume) unless VRECAT was specified on the
RESTORE statement.

WARNING: VRECAT will DELETE the original cluster, with all its components, alternate
indexes and PATHSs, from the catalog and disks. If the DELETE fails for any
reason, the DELETE NOSCRATCH may leave uncataloged components on disk.
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DSF DUMP EXAMPLES

DUMP by Data Set using DATA SET ENQUEUE Option. Four data sets are dumped from one disk
volume to 3480 tape cartridges, referencing two by data set name and one through a DD statement.
The fourth is an ICF VSAM cluster. DSF will enqueue the data sets for the duration of the dump.
The backup is compressed.

//DUMP EXEC PGM=FDRDSF,REGION=2148K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=SYSDA,DISP=0LD,VOL=SER=RVS370
//TAPE1 DD UNI1T=3480,DSN=MYTAPE ,DISP=(,KEEP)
//MASTER DD DSN=1AM_FILB(O) ,DISP=SHR
//SYSIN DD *

DUMP TYPE=DSF, DSNENQ=USE , BUFNO=MAX , COMPRESS=ALL

SELECT DSN=SYS2.LINKLIB
SELECT DSN=TSO.EDIT
SELECT DD=MASTER

SELECT DSN=VSAM.CLUSTER

/*
Note: The performance option, BUFNO=MAX, is the default in V5.1.

DUMP all the data sets on two disk volumes. The VTOC and label will also be dumped. Reserve
the volumes during DUMP. Only the used tracks within PS or PO data sets will be dumped. The
backup is compressed.

//DUMPALL EXEC PGM=FDRDSF , REGI10ON=2148K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//D1SK1 DD UNI1T=3380,VOL=SER=RESOO1,DISP=SHR
//TAPE1 DD UNIT=TAPE ,DSN=DSF .BACKUP _A,DISP=(,KEEP) ,VOL=(, , ,99)
//D1SK2 DD UNIT=3390,VOL=SER=SCROO1,DISP=SHR
//TAPE2 DD UNIT=TAPE,DSN=DSF.BACKUP.B,DISP=(,KEEP) ,VOL=(, , ,99)
//SYSIN DD *
DUMP TYPE=DSF ,DSN=VTOC , ENQ=RESERVE , COMPRESS=ALL
SELECT ALLDSN
/*

DUMP four explicitly specified ranges of tracks. The first SELECT dumps cylinder 30 in its entirety
(TRK= defaulted in both FROM and TO). The second SELECT will dump to the end of cylinder 45.
All cylinder and track numbers are in decimal relative to zero.

//DUMPTRK EXEC PGM=FDRDSF,REGION=1124K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//DISKW DD  UNIT=3380,DISP=0LD,VOL=SER=A17865
//TAPEW DD  UNIT=TAPE,DSN=MASTER,DISP=(,KEEP)
//SYSIN DD *

DUMP TYPE=DSF

SELECT FROM(CYL=30),TO(CYL=30)

SELECT FROM(CYL=42,TRK=5),TO(CYL=45)

SELECT FROM(CYL=50),TO(CYL=55, TRK=7)

SELECT FROM(CYL=66,TRK=8) ,TO(CYL=402, TRK=11)

/*

CONTINUED. . . .
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DUMP BY DUMP all data sets whose names start with “SYS1.” or whose hames contain “SYSTEM” anywhere
GENERIC  in the name. The three packs will be dumped concurrently. The VTOCs will be enqueued during the
NAME " pump. A duplicate backup of the data sets from volume ‘SYSRES’ will be created.

//DUMP EXEC PGM=FDRDSF,REGION=3172K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=SYSDA,VOL=SER=MASTO1,DISP=SHR
//TAPE1 DD DSN=BACKUP _.MASTO1 ,UNIT=TAPE,DISP=(,KEEP)
//SYSPRIN1 DD SYSOUT=*
//DISK2 DD UNIT=3380,VOL=SER=SYSRES,DISP=SHR
//TAPE2 DD DSN=BACKUP _.SYSRES ,UNIT=TAPE ,DISP=(,KEEP)
//TAPE22 DD DSN=BACKUP2 _.SYSRES ,UNIT=TAPE ,DISP=(,KEEP)
//SYSPRIN2 DD SYSOUT=*
//DISKA DD UNIT=3380, VOL=SER=SYS002 ,DISP=SHR
//TAPEA DD DSN=BACKUP _SYS002 ,UNIT=TAPE,DISP=(,KEEP)
//SYSPRINA DD SYSOUT=*
//SYSIN DD *

DUMP TYPE=DSF,ATTACH, ENQ=0ON , BUFNO=MAX

SELECT DSN=SYS1.**
SELECT  DSN=**SYSTEM**
/*

A VARIETY OF The following example illustrates a variety of control statements. Datasets will be dumped from
DATASET  three disks to tape, one at a time. All data sets beginning with “SYS” will be dumped except those
COMMDALIJ\II\EI)Z with an index level beginning with “DUMP”, "PAGE”", or “SWAP” in their names (since the
statements are scanned in sequence, the EXCLUDE must precede its related SELECT). All data
sets starting with “PAY” will have all of their allocated tracks dumped. All PO data sets with a third
index of “CNTL" will be selected. Additional SELECT/EXCLUDE statements up to 500 may be
specified. The volume label track will be dumped from all disk volumes specified.

//DUMP EXEC PGM=FDRDSF ,REGION=1124K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*

//DI1SK1 DD UNIT=3390,VOL=SER=SYSRES,DISP=SHR

//TAPE1 DD UNIT=TAPE,DISP=(,CATLG) ,DSN=BACKUP .MASTO1
//DI1SKW DD UNIT=SYSDA,VOL=SER=MASTO2,DISP=SHR
//TAPEW DD UNIT=TAPE,DISP=(,CATLG) ,DSN=BACKUP .MASTO2
//D1SKX DD UNIT=3380,VOL=SER=PAYRO1,DISP=SHR

//TAPEX DD UNIT=TAPE,DISP=(,CATLG) ,DSN=BACKUP .PAYRO1
//SYSIN DD *

DUMP TYPE=DSF , MAXCARDS=500 , ENQ=RESERVE

EXCLUDE DSN=SYS** _DUMP**

EXCLUDE DSN=SYS** _PAGE*™*

EXCLUDE DSN=SYS** _SWAP**

SELECT  DSN=SYS**

SELECT  DSN=PAY** DATA=ALL

SELECT  DSN=*_*_CNTL.**,DSORG=PO

SELECT FROM(CYL=0,TRK=0),TO(CYL=0, TRK=0)
/*

CONTINUED. . . .
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As the last step of an application system, it is desired to DUMP all of the data sets that have been
created in this run. The data sets have been allocated non-specifically across a group of three disk
volumes. All data sets which start with the index level of ‘BILL’ will be dumped. Also a GDG relative
generation will be dumped using the DD= option. Only one tape drive will be used. Only one tape
volume will be used, unless the amount of dumped data requires more; the three disks will be
backed up as 3 separate GDG files on the tape.

The listings from DSF will show which data set(s) were dumped from which packs.

//DUMP EXEC PGM=FDRDSF,REGION=1124K,COND=(0,NE)
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD VOL=SER=BILLO1,UNIT=SYSDA,DISP=SHR
//DI1SK2 DD VOL=SER=BILLO2,UNIT=SYSDA,DISP=SHR
//DI1SK3 DD VOL=SER=BILLO3,UNIT=SYSDA,DISP=SHR
//TAPE1 DD DSN=BILL.BACKUP1(+1),DISP=(,CATLG),
7/ UNIT=TAPE,VOL=(,RETAIN) ,LABEL=1
//TAPE2 DD DSN=BILL.BACKUP2(+1) ,DISP=(,CATLG),
/7 VOL=(,RETAIN,REF=*_TAPE1) . LABEL=2
//TAPE3 DD DSN=BILL .BACKUP3(+1) ,DISP=(,CATLG),
7/ VOL=REF=*_TAPE2,LABEL=3
//NEWMAST DD DSN=ABCD .MASTER(O) ,DISP=SHR
//SYSIN DD *

DUMP TYPE=DSF

SELECT DD=NEWMAST
SELECT DSN=BILL_**
/*

NOTE: Since the three files on the tape must be created in ascending file number order, and the
TAPEX files will be opened in the order that the DISKx DD statements appear, be sure that the
LABEL=n JCL parameters specify the appropriate values. Since VOL=REF=*. will copy only the last
volume serial from the previous DD statement, be sure that each TAPEx DD references the
preceding one which specifies the next lower file number.

DUMP several data sets. They may be on the same disk volume, or on separate disk volumes. Use
the catalog to resolve the disk volume serials. Use TAPEDD= to ensure that each data set is backed
up only once during this run. Use only one tape drive. Use only one tape volume, unless the volume
of dumped data requires more.

//DUMP EXEC PGM=FDRDSF ,REGION=2148K

//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD DSN=USER.DATAA,DISP=SHR
//DI1SK2 DD DSN=USER.DATAB ,DISP=SHR
//DI1SK3 DD DSN=USER.DATAC ,DISP=SHR
//TAPE1 DD DSN=BACKUP . DATAA,DISP=(,CATLG),
7/ UNIT=TAPE,VOL=(,RETAIN) ,LABEL=1
//TAPE2 DD DSN=BACKUP . DATAB,DISP=(,CATLG),
7/ VOL=(,RETAIN,REF=*,TAPE1) ,LABEL=2
//TAPE3 DD DSN=BACKUP . DATAC,DISP=(,CATLG),
7/ VOL=REF=*_TAPE2,LABEL=3
//SYSIN DD *

DUMP TYPE=DSF,COMPRESS=ALL

S DD=DI1SK1, TAPEDD=1

S DD=DI1SK2, TAPEDD=2

S DD=DI1SK3, TAPEDD=3
/*
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PRINT VTOC PRINT the VTOCs and volume labels from two (2) disk volumes.

AND VOLUME
LABEL “7/PRINT EXEC PGM=FDRDSF,REGION=1124K

//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD SYSOUT=>*

//TAPE2 DD SYSOUT=>*

//DIsSK1 DD UNIT=DISK,VOL=SER=MYDSK1,DISP=SHR
//DISK2 DD UNIT=DISK,VOL=SER=MYDSK2 ,DISP=SHR
//SYSIN DD *

PRINT TYPE=DSF,DSN=VTOC
/*

PRINT PRINT the INDEXED VTOC (SYS1.VTOCIX.vwwvw) and VVDS (SYS1.VVDS.vvvvw) from a disk.

V'II'gCD:E,g\(NEB SELTERR=NO is specified so that either of them being absent will not cause an error.
VVDS Z//PRINT EXEC PGM=FDRDSF,REGION=1124K

//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*

//TAPE1 DD SYSOUT=>*
//DI1SK1 DD UNIT=DISK,VOL=SER=MYDSK1,DISP=SHR
//SYSIN DD *

PRINT TYPE=DSF ,SELTERR=NO

SELECT DSN=SYS1.VTOCIX_.**

SELECT DSN=SYS1.VVDS_**
/*

PRINT PRINT all data sets which have the name of ‘TEST’ as the second index level.

INDIVIDUAL _ ~
DATA SETS 77/PRINT EXEC PGM=FDRDSF,REGION=1124K

//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD SYSOUT=*
//DI1SK1 DD UNIT=DISK,VOL=SER=MYDISK,DISP=SHR
//SYSIN DD *
PRINT TYPE=DSF
S DSN=*_TEST . **
/*

PRINT PRINT multiple absolute track segments from a single 3390 disk volume, MYDISK. Note that the
ABSOLUTE  example utilizes the ‘TRK’ default values for the FROM and TO operands. The output report will be
TRACK " \vritten to a sequential disk file.

//PRINT EXEC PGM=FDRDSF,REGION=1124K

//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD DSN=DSF .REPORT ,DISP=(,CATLG) ,UNIT=SYSDA,
/77 SPACE=(CYL, (10,10)) ,DCB=BLKSIZE=3630
//D1SK1 DD UNIT=DISK,VOL=SER=MYDISK,DISP=SHR
//SYSIN DD *

PRINT TYPE=DSF

S FROM(CYL=0),TO(CYL=1,TRK=3)

S FROM(CYL=32,TRK=12),TO(CYL=35, TRK=6)

S FROM(CYL=21) ,TO(CYL=21)
/*
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The following are example of DSF restores on a system which does not have SMS (System
Managed Storage) active. They can also be followed on SMS systems when restoring to non-SMS-
managed data sets and volumes.

RESTORE ONE RESTORE one data set from a FDR or DSF backup tape. The data set will be restored, under its
DATA SET original name. If the data set is cataloged, it will be restored to the volume to which it is cataloged;
otherwise, it will be restored to the volume it was originally dumped from. In either case, if it is not
in the VTOC of that disk, it will be allocated and cataloged. If itis a PS or PO data set, only its used
tracks will be restored.
//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//TAPE1 DD DSN=BACKUP .VOLUMEA ,DI1SP=SHR
//SYSIN DD *
RESTORE TYPE=DSF
SELECT DSN=MY . TEST .DATASET
/*

RESTORE RESTORE all the data sets which were dumped on the backup file specified by the TAPE1 DD
DATA SETS statement, except for those data sets that start with an index level of ‘'SYS1.". Do not restore data
BY GROUP sets which are active. The data sets will all be restored to the volume specified by DISKx. All tracks
of each data set are to be restored (the dump must also have been done with DATA=ALL). DSF will
preallocate any data set not currently on the disk volume.
//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSouT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD DSN=SYSRES .BACKUP ,DISP=0LD
//DI1SK1 DD UNIT=3380, VOL=SER=XXXRES ,DISP=SHR
//SYSIN DD *

RESTORE TYPE=DSF ,DATA=ALL ,DSNENQ=TEST
EXCLUDE DSN=SYS1._**
SELECT  ALLDSN

RESTORE TO RESTORE two data sets using NEWNAME and NEWINDEX. A data set named
NEWNAME “LEDGER.OLDFILE” is to be renamed to “LEDGER.NEWFILE". A data set named
“LEDGER.TRANSACT" is to be restored as “LEDGER.JULY.TRANSACT(+1)". Both will be
restored to disk volume LED123. If necessary, they will be allocated and cataloged.
//RESTORE EXEC PGM=FDRDSF ,REGION=1024K
//SYSPRINT DD SYSouT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD UNIT=TAPE,DSN=BACKUP ,DISP=0LD,
/7 VOL=SER=12155
//SYSIN DD *

RESTORE TYPE=DSF,RECAT
SELECT DSN=LEDGER.OLDFILE,NEWNAME=LEDGER .NEWNAME ,NVOL=LED123
SELECT  DSN=LEDGER.TRANSACT ,NEWINDEX=_+JULY(+1),
NVOL=LED123
/*

RESTORE ICF Restore an existing ICF VSAM cluster from an FDR or DSF backup data set. The cluster will be
VSAM restored to the volume on which it is cataloged, overlaying the existing cluster, and refreshing all
CLUSTER associated VVDS information.
//RESTOREV EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSouT=*
//TAPEA DD DSN=FDR .BACKUP _.VSAMO1 ,DI1SP=0LD
//SYSIN DD hl
RESTORE TYPE=DSF
SELECT DSN=ICF.VSAM_CLUSTER1
/7\-

CONTINUED . . .
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Restore two ICF VSAM clusters from an ABR-created tape. Restore “VSAM.OLD.HISTORY” to
cluster “VSAM.NEW.HISTORY” which has been preallocated; DSF will do a LOCATE to get the
component names of the new cluster, and restore the equivalent original components to it. Restore
cluster “PAY.MASTER” to “PAY2.MASTER” which will be allocated on an online volume whose
volser starts with “PAY”; DSF will modify all of the clusters component names so that their first index
is also “PAY2".

//RESTOREV EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*

//TAPEA DD DSN=FDRABR .VXYZ010.C1002012,DISP=0LD,
7/ UNIT=TAPE,VOL=SER=121777 ,LABEL=3
//SYSIN DD *

RESTORE TYPE=DSF
SELECT DSN=VSAM.OLD.HISTORY,
NEWNAME=VSAM_.NEW.HISTORY
SELECT DSN=PAY _MASTER,NEWI=PAY2 ,NVOL=PAY*
/*

RESTORE a group of data sets from three different backup files in the same execution of FDRDSF-.
All data sets with the high level index of “FILE” will be restored to online volumes whose serial starts
with “TSO” or “SCR”. DSF will preallocate and catalog the data sets if they do not currently exist.

//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*

//TAPE1 DD DSN=BACKUP .VTS0001,DISP=(OLD,PASS),
7/ VOL=SER=TOO0100,UNIT=TAPE

//TAPE2 DD DSN=BACKUP .VTS0002,DISP=(0OLD,PASS),
7/ VOL=REF=*_TAPE1,LABEL=2

//TAPE3 DD DSN=BACKUP .VTS0O003,DISP=(OLD,PASS),
7/ VOL=REF=*_TAPE2,LABEL=3

//SYSIN DD *

RESTORE TYPE=DSF
SELECT DSN=FILE.**,NVOL=(TSO*,SCR*)
/*

RESTORE several multi-volume data sets, including non-VSAM data sets and ICF VSAM clusters.
The backups pointed to by the TAPEx DDs each contain parts of these multi-volume data sets as
dumped from their original volumes. As DSF processes each backup, it will restore the pieces of
each multi-volume data set it finds on that backup, allocating and cataloging them if necessary. If
NVOL=is used, it must specify as least as many volumes as the data sets were dumped from. Multi-
volume data sets must be restored to as many different volumes as they were dumped from. A
multi-volume data set will not be usable until all pieces of the data set have been restored by DSF.
See Section 52.11 for Multi-Volume VSAM Considerations; there are some restrictions.

//RESMULTI EXEC GM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*

//TAPE1 DD DSN=BACKUP _.VPRODO1,DISP=0LD

//TAPE2 DD DSN=BACKUP .VPRODO2 ,DISP=0LD,UNIT=AFF=TAPE1
//TAPE3 DD DSN=BACKUP .VPRODO3,DISP=0LD ,UNIT=AFF=TAPE1
//SYSIN DD *

RESTORE TYPE=DSF
SELECT DSN=NON.VSAM_MULTIO1
SELECT DSN=NON.VSAM_MULTIO2 ,NVOL=(TESTO1,TESTO2,TESTO3)
SELECT DSN=VSAM.MULTIO3
SELECT DSN=VSAM.MULTI04 ,NVOL=TEST*
/*

CONTINUED. . ..
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Add data sets to a 3380-K (triple density) with DSF, in order to merge several lower density disks
into one. A FDR disk-to-disk copy or a full volume restore (See Section 10) was done to move one
such disk to this 3380-K. Now the contents of a 3380 single density volume can be added to the
3380-K from a FDR or DSF backup of the single density 3380. DSF will allocate space for all
restored data sets and will recatalog them to the new volume (RECAT will recatalog non-VSAM
data sets, and VRECAT will scratch and uncatalog any ICF VSAM clusters before allocating them
on the new volume).

//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*
//DI1SK1 DD UNIT=3380,DISP=0LD,VOL=SER=D3380A <---3380-K
//TAPE1 DD DSN=BACKUP .D3380C ,DISP=0LD <---3380-D Backup
//SYSIN DD *
RESTORE TYPE=DSF ,RECAT ,VRECAT
EXCLUDE DSN=ICFVSAM._CATALOG1 (See Note 2)
EXCLUDE DSN=ICFVSAM.CATALOG2 (See Note 2)
SELECT ALLDSN (See Note 3)
/*

RESTORE data sets from a backup of a 3380-K (triple density) to three 3380 single density
volumes. DSF will allocate as many data sets as it can on the first volume specified, and the same
on the second volume, and the remainder on the third volume. The data sets will be restored to the
three disks in one pass of the backup tape. DSF will allocate space for all restored data sets and
will recatalog them to the new volume (RECAT will recatalog non-VSAM data sets, and VRECAT
will scratch and uncatalog any ICF VSAM clusters before allocating them on the new volume). This
is especially useful at a disaster/recovery site, if there are not enough high-density volumes on
which to do full-volume restores.

//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=*

//TAPE1 DD DSN=BACKUP .D3380A,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF,RECAT,VRECAT
SELECT  ALLDSN,NVOL=(D3380B,D3380C,Db3380D) (See Note 3)

/*

NOTEZ2: A catalog should not be restored in the same execution as any data sets cataloged in that
catalog. The catalog should be restored in a separate step.

NOTE3: DSF will automatically exclude the SYS1.VTOCIX, SYS1.VVDS, and the ABR model
DSCB from the restore, giving the warning message FDR159 REASON=3, which may be
ignored. (For the VVDS, this message will be issued even if the VVDS was not selected
during the backup). If you want to avoid receiving these messages and get a cleaner
listing, you should exclude them, e.g.,

EXCLUDE DSN=SYS1.VTOCIX.**

RESTORE by ABSOLUTE TRACK. One track will be restored from a backup on a 3480 tape drive
to a 3380 disk drive, replacing that track on the output disk. A DISKx DD statement or NVOL=
operand must be provided for an absolute track restore.

//RESTORE EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*

//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=3380,DISP=0LD, VOL=SER=M33801
//TAPE1 DD UNIT=3480,DSN=BACKUP .M33801,

7/ VOL=SER=123456,D1SP=0LD

//SYSIN DD *

RESTORE TYPE=DSF
SELECT FROM(CYL=10,TRK=5),TO(CYL=10, TRK=5)
/*
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The following are examples of DSF restores on a system which has SMS (System Managed
Storage) active. They illustrate the techniques for restoring SMS-managed data sets, or a
combination of SMS and non-SMS data sets. An output data set will be SMS-managed if the SMS
storage class ACS routine assigns a storage class to the data set or if it accepts the storage class
passed to it by DSF. ACS routines are coded by each installation, so the decision on whether a data
setis to be SMS-managed is a local one, and is usually out of the control of DSF (and the end-user).

RESTORE RESTORE a group of SMS-managed data sets from several FDR or DSF backup tapes. The data
SMS-  sets will retain the SMS data class that they had when dumped. Any data sets which are currently
E)/IQ'INAASEEI% cataloged will be restored on top of their current allocation, with their original storage and
management classes. For any data sets which must be allocated, their original SMS storage and
management classes will be passed as input to the SMS ACS routines, which may override them;
SMS will then select a storage group and a volume. If SMS assigns a null storage group (non-SMS-
managed) to any data set, that data set will be restored to the volume from which it was dumped.

//RESTSMS EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*

//TAPE1 DD DSN=BACKUP .SMS001 ,DISP=0LD
//TAPE2 DD DSN=BACKUP .SMS002 ,DISP=0LD
//TAPE3 DD DSN=BACKUP . SMS003,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF
SELECT DSN=ABC**
/*

RESTORE RESTORE a group of non-SMS-managed data sets from a FDR or DSF backup tape. Any data sets
NON-SMS  which currently exist on the volume designated by DISK1 will be restored on top of their current
?QSTCSEL?\ATE% allocation. All other data sets will be passed to the SMS ACS storage and management class
routines. If SMS assigns a storage class, SMS will then select a storage group and a volume; the
data sets will not have a data class. If SMS assigns a null storage group (hon-SMS-managed) to
any data set, it will be allocated and cataloged on the DISK1 volume.

//RESTSMS EXEC PGM=FDRDSF,REGION=1024K

//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*

//TAPE1 DD DSN=BACKUP .PRODO1 ,DISP=0LD
//DI1SK1 DD UNIT=3380, VOL=SER=PRODO2 ,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF
SELECT DSN=*_CICS*.**
SELECT  DSN=XYZ_.**

/*

CONTINUED . . .
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OVERRIDE RESTORE a data set from a FDR or DSF backup tape and request that the data set be SMS-
SMS CLASSES  managed:; the original data set might be SMS-managed or not, but it is not currently cataloged. The
values specified for STORCLAS= and MGMTCLAS= will be passed to the SMS ACS storage and
management class routines, which may override them. If SMS assigns a storage class, SMS will
then select a storage group and a volume. If SMS assigns a null storage group (hon-SMS-
managed) to the data set, it will be restored to the volume from which it was dumped (unless that
volume was SMS-managed, since a non-SMS data set cannot be restored to a SMS volume).

//RESTSMS EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//TAPE1 DD DSN=BACKUP .PRODO1 ,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF

SELECT DSN=PROD.MASTER.FILE,DATACLAS=MASTER,

MGMTCLAS=PERM, STORCLAS=PROD2

/*

RESTORE TO RESTORE a data set from a FDR or DSF backup tape and request that the data set be non-SMS;
NON-SMS  the original data set might be SMS-managed or not. NULLSTORCLAS specifies that a null value
VOLUME il be passed to the SMS ACS storage class routine, which may override it. If SMS honors the null
storage group, it will be restored as non-SMS on the volume TSO123; no SMS classes will be
associated with it. If SMS assigns a storage class, SMS will then select a storage group and a

volume.

//RESTSMS EXEC PGM=FDRDSF ,REGION=1024K
//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=*

//TAPE2 DD DSN=TEST .BACKUP .SMS123 ,UNIT=TAPE,
7/ VOL=SER=B00123,DISP=0LD

//SYSIN DD *

RESTORE TYPE=DSF,RECAT
SELECT DSN=USERO1.1SPF. 1SPPROF,NULLSTORCLAS,NVOL=TS0123
/*

BYPASS ACS An authorized user (such as a storage administrator) may need to bypass the SMS ACS routines,
ROUTINES {0 force a data set to be SMS-managed or non-SMS-managed, and to specify the SMS classes to
be used. In the example, TEST.DATASET1 will be assigned the specified SMS classes; SMS will
then select a storage group and a volume. TEST.DATASET2 will be assigned a null storage class,
so it will be allocated as non-SMS on the volume indicated by DISK1. See the description of the
BYPASSACS operand in Section 20.07 for authorization requirements.

//RESTSMS EXEC PGM=FDRDSF,REGION=1024K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*

//TAPE1 DD DSN=BACKUP _TESTO1,DISP=0LD
//DI1SK1 DD UNIT=3390,VOL=SER=TESTO3,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF ,BYPASSACS
SELECT DSN=TEST.DATASET1 ,MGMTCLAS=TESTDS,STORCLAS=TEST
SELECT DSN=TEST.DATASET2,NULLSTORCLAS

/*

CONTINUED . . .
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BYPASS SMS  An authorized user (such as a storage administrator) may need to force the allocation of SMS-

ALLOCATION  managed data sets onto specific volumes; normal SMS facilities do not allow you to do so, but DSF
does. Each data set selected will be passed to the SMS storage and management class ACS
routines; each data set to which SMS assigns a storage class will be allocated and cataloged on
the volume indicated by DISKA,; this volume MUST be a SMS-managed volume. Any data set which
does not get a storage class assigned will not be restored, since only SMS data sets may be
allocated on a SMS volume. See the description of the BYPASSSMS operand in Section 20.07 for
authorization requirements.

//RESTSMS EXEC PGM=FDRDSF,REGION=1024K

//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*

//TAPEA DD DSN=BACKUP _.DEVEL . FILES,DISP=0LD
//D1SKA DD UNIT=DISK,VOL=SER=SMS123,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF,BYPASSSMS
SELECT DSN=DEVEL**

/*

Note: BYPASSACS and BYPASSSMS may be used together. If so, any data set which was
originally SMS-managed or which has an SMS storage class specified by STORCLAS= will
be directly allocated and cataloged as SMS-managed on the designated DISKx SMS-
managed volume.
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DSF can restore most types of data sets to a “unlike” disk device using a “logical” restore; for
example, 3380 data sets can be restored to 3390 disks. Logical restore is automatically invoked
when the output device type of a given data set differs from the type of disk backed up. Special
Considerations can be found in sections 52.11, 52.14, and 52.15, and in member UNLIKE in the
FDR ICL (Installation Control Library). For ICF VSAM in particular, refer to member VSAMUNLK in
the ICL for considerations on restoring clusters to smaller disks (3390 to 3380). Most of the
examples in the preceding sections will work even if the output disk type is different from the type
of disk backed up. Following are some specific unlike restore examples.

RESTORE data sets from a FDR, DSF or ABR backup of a 3380 disk to a 3390 disk. The data sets
will be restored under their original names and will be cataloged to the output volume. All data sets
will retain their original blocksizes; they will be allocated with a size about equal in bytes to the
original 3380 data set. The selected data sets may include ICF VSAM clusters and non-VSAM data
sets.

//UNLIKE EXEC PGM=FDRDSF ,REGION=2048K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//TAPE1 DD DSN=BACKUP .D3380A ,DISP=SHR
//SYSIN DD *

RESTORE TYPE=DSF,RECAT ,VRECAT

SELECT DSN=TEST.**,NVOL=D3390X
/*

RESTORE data sets from a FDR, DSF or ABR backup of a 3390 disk to several 3380 disks (volsers
starting with “D3380™). The data sets will be restored under their original names and will be
cataloged to their output volume. All PS (sequential) data sets will be reblocked to half-track
blocking for maximum track utilization.

//UNLIKE EXEC PGM=FDRDSF ,REGION=2048K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//TAPE1 DD DSN=BACKUP .D3390X,DISP=SHR
//SYSIN DD *

RESTORE TYPE=DSF ,RECAT ,BLKF=2

SELECT DSN=TEST.**_,NVOL=D3380*
/*

CONTINUED. . . .
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RESTORE all data sets from a backup of a 3380 disk to several 3390 disks. In most cases, all the
data sets on a 3380 fit on a 3390-2, but multiple 3390 output volumes are provided in case there is
not room. All data sets will be restored under their original names and will be cataloged to their
output volume. All PS (sequential) data sets will be reblocked to half-track blocking for maximum
track utilization; PO data sets will have their blocksize increased to half-track for new members. The
selected data sets may include ICF VSAM clusters and non-VSAM data sets. ICF VSAM clusters
will be cataloged into the catalog indicated by the alias in the master catalog (by default, DSF would
attempt to catalog them in their original catalog).

//UNLIKE EXEC PGM=FDRDSF ,REGION=2048K

//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=>*

//TAPE1 DD DSN=BACKUP .D3380X,DISP=SHR

//SYSIN DD *
RESTORE TYPE=DSF,RECAT ,VRECAT ,BLKF=2, ICFCAT=ALIAS
SELECT  ALLDSN,NVOL=(D3390A,D3390B,D3390C)

/*

RESTORE a data set and request that the data set be SMS-managed; if SMS allocates the data
set on a different disk type from its original type, a logical restore will automatically be done; if it is
the same device type, a physical restore will be done.

//SMSUNLK EXEC PGM=FDRDSF ,REGION=2048K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=>*
//TAPE1 DD DSN=BACKUP .PRODO1 ,DISP=0LD
//SYSIN DD *

RESTORE TYPE=DSF

SELECT DSN=PROD.MASTER_FILE,STORCLAS=PROD2
/*
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OVERVIEW The FDRCOPY program provides the ability to copy or move data sets directly from one disk to
another, without an intervening backup. In a COPY operation the input data set remains on disk; in
a MOVE operation the input data set is deleted.

In most respects a COPY operation with FDRCOPY is similar to a DUMP with FDRDSF followed
by a RESTORE, except that no backup file is involved.

FDRCOPY can copy or move individual data sets, groups of data sets, or all of the data sets on a
volume. Data sets can be selected or excluded by DSORG. Absolute tracks can also be copied.
Data sets can be copied or moved to the same name or to a new name. An unlimited number of
data sets can be copied or moved in one execution. Data sets may be copied or moved from any
number input disk volumes, and output datasets may be directed to any number of output disk
volumes. The output volume may be a different device type from the input disk volume.

FDRCOPY will allocate space for the output data set if it does not already exist on the output
volume, and if requested (or by default on MOVE) will recatalog the data set to point to the new
volume.

FDRCOPY can be used to convert datasets to SMS (System Managed Storage) or back to
non-SMS.

FDRCOPY can also be used to reorganize (compress) PDSs in place, either by itself or in
conjunction with FDRREORG, the reorganization component of FDR.

PDS FDRCOPY can reorganize PDSs (Partitioned Data Sets) in place, compressing all active members
REORGANI-  to the beginning of the PDS to allow room for new members to be added. This is similar to a
ZATION  |EBCOPY compress-in-place, but FDRCOPY is 50% to 90% faster than an equivalent IEBCOPY,
with similar reductions in CPU and I/O resources. FDRCOPY is capable of reorganizing many PDSs
on one or many volumes in one step, with just a few simple control statements. PDSs to be
processed may be selected from specified volumes or selected from system catalogs, using all of
the selection criteria of FDRCOPY (except that only DSORG=PO data sets will be selected).

FDRCOPY PDS REORG may be automatically invoked to process IEBCOPY compress-in-place
operations without any changes to the JCL and control statements for IEBCOPY. (Section 92.65)

PDS reorganization is requested by the REORG command, as described in Section 21.20.
However, the REORG function is enabled only if your installation is licensed for FDRREORG,
a separately-priced component of FDR.

FDRCOPY also supports simulation of PDS reorganization, via the SIMREORG control statement.
SIMREORG must still read the PDSs but will only simulate rewriting the data, reporting on the
number of tracks that will be reclaimed by a real REORG.

FDRREORG (See Section 25) reorganizes VSAM data sets, IAM (Innovation Access Method) data
sets, and PDSs (using FDRCOPY for the PDS reorganization). If you execute PDS reorganization
through FDRREORG, it enhances the reorganization process by providing additional selection
criteria and retrying unavailable datasets, among others. However, these enhancements may add
additional overhead; executing FDRCOPY REORG directly will provide the fastest PDS
reorganization.

SPECIFYING FDRCOPY copies or moves user-specified data sets from one or more input disks to one or more
DATA SETSTO output disks. The data sets to be processed can be specified by individual name, or groups of
BE datasets may be selected using a generic data set name filter, or the ALLDSN operand may be
COPIED OR 504 to copy or move all of the data sets on a volume. The datasets may be selected by scanning
MOVED the VTOCs of volumes specified by the user, or datasets may be selected from system catalogs.
Data sets can be selected or excluded by DSORG.

The NEWNAME/NEWGROUP/NEWINDEX/NEWDD operands can be used to specify different
names for the output data sets; if not, the data sets will be copied or moved to the same names.
(For VSAM, on a COPY, the output data set either must have a different name or must be cataloged
in a different catalog; on a MOVE the output data set may have the same name.)

CONTINUED . . .
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CREATING FDRCOPY will search the VTOC of the selected output volume to see whether the output data set
OUTPUT name already exists there. If so, FDRCOPY will overlay the existing data set (unless the
DATA SETS PRESTAGE operand is specified). If not, FDRCOPY will allocate space for the output data set. If
FDRCOPY allocates the data set, it will allocate the same amount of space that is allocated to the
input data set, unless the operands RLSE or %FREE= request a smaller amount, or the CYL= or
TRK= operands request a larger amount. Unless the data set is marked as unmovable (e.g.
DSORG is PSU), it may be allocated anywhere on the output volume.

If the data set exists on the output volume before the copy or move, FDRCOPY will overlay the
existing data. For VSAM clusters, each component of the output cluster must be as large or larger
than the equivalent input component. For non-VSAM, if the output data set is too small, FDRCOPY
will allocate an additional extent of the required size, if possible.

CATALOGING For single-volume non-VSAM non-SMS data sets:

NO%J_?QM_ On a COPY, if FDRCOPY allocates space for the output data set, then the default is that
DATA SETS FDRCOPY will catalog the data set to the output volume, unless the data set was already

cataloged. (For a copy to the original name, if the input data set is cataloged, the output data set
will not be cataloged).

On a MOVE the default is that if FDRCOPY allocates space for the output data set, then
FDRCOPY will catalog the data set to the output volume unless the data set was cataloged to a
volume other than the input volume before the operation. (For a move to the original name, if the
input dataset is cataloged to the input volume, it will be recataloged to the output volume).

If the RECAT operand is specified for either COPY or MOVE then FDRCOPY will always catalog
the data set to the output volume.

If the NOCAT operand is specified, on either a MOVE or a COPY, then FDRCOPY will not catalog
the output data set.

Cataloging or recataloging of non-VSAM data sets occurs at the end of the MOVE or COPY, and
is bypassed if any errors have occurred for a given data set.

If the output data set exists on disk before the move or copy, then FDRCOPY will not update the
catalog, unless the CATIFALLOC operand is specified.

STEPCAT is supported; if present, only the STEPCAT catalog (or the first catalog in the
STEPCAT concatenation) will be searched or updated.

Since SMS-managed datasets are always cataloged, a copy/move to a SMS dataset will fail if the
above rules do not catalog the output data set.

NOTE: If an FDRCOPY run is interrupted by an ABEND or system crash, then the output data
sets will be left on disk, but will not be cataloged. When the run is resubmitted,
CATIFALLOC must be specified if the output data sets are to be cataloged.

For multi-volume non-VSAM data sets, the above rules for single-volume data sets apply, with the
following modifications:

If the data set is not already cataloged (e.g. on a MOVE or COPY to a new name), FDRCOPY will
create a new multi-volume catalog entry with the current output volume in the proper slot as
indicated by the volume sequence number in the DSCB. If the volume sequence number is higher
than 1, FDRCOPY will fill in the preceding slots in the catalog entry with a dummy volume serial of
“HHE#NN.

If the data set is already cataloged (e.g. on a move to the original name), FDRCOPY will update the
catalog entry by putting the current output volume into the proper slot as indicated by the volume
sequence number in the DSCB. On a COPY without RECAT, FDRCOPY will update the catalog
entry only if the slot for this output volume contains the dummy volume serial of “####nn”; otherwise
a warning message will be issued. On a MOVE without RECAT, FDRCOPY will update the catalog
entry only if the slot contains the serial number of the input volume, or the dummy volser “####nn”.

Thus, when doing a MOVE, or a COPY with RECAT, of a cataloged multi-volume data set to the
same name, the resulting data set and catalog entry will be usable and correct, whether the data
set is moved from one, some, or all of its original volumes. When doing a MOVE or COPY of a
cataloged multi-volume data set to a new name, it will be necessary to move or copy the data set
from all of its volumes to get a usable data set and catalog entry. If a multi-volume data set is being
moved/copied to a new device type, it will not be usable until all pieces are on the same device type.

CONTINUED . . .
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At the end of a MOVE operation, the input data sets are deleted. Deletion is bypassed for a given
data set if any errors have occurred for that data set.

For a multi-volume data set, only the portion on the current input volume will be deleted. Portions
on other volumes will remain on disk, unless they are also MOVEGJ.

FDRCOPY will not delete multi-volume VSAM data sets.

On a COPY operation, the input data set remains on disk (although the catalog is updated to point
to the output data set, if the RECAT operand is specified and the output data set has the same
name).

As a default, FDRCOPY will copy or move up to the last block pointer (end-of-file) on PS and PO
data sets.

FDRCOPY fills in the Format 1 and 2 DSCBs on the output disk with the information from the
DSCBs on the input disk. See “What DSF Restores in the DSCB” in Section 52.04 for details. An
exception to Section 52.04 is that on a MOVE, the creation date and last reference date are copied
from the input data set. On a COPY, as on a RESTORE, the creation date is retained as it was on
the output volume before the COPY (i.e. today’s date, if the output data set was created by the
COPY), and the last reference date is set to today’s date.

If the user specifies physical track starting and ending addresses, FDRCOPY will COPY the
requested physical segment from the input volume to the same physical location on the output
volume. This operation will not update the VTOC on the output volume to reflect the data sets that
have been affected.

A MOVE operation for absolute track addresses will be treated as a COPY. Since the operation is
not associated with a data set, there is no input data set to delete.

Extreme caution should be used when copying tracks within the VTOC, VTOC index, or VVDS, or
the volume label track, since an error may make data sets or the entire pack unusable.

FDRCOPY supports ICF VSAM files using the base cluster name. FDRCOPY will copy or move all
of the components associated with the cluster on a volume, including alternate indexes and key
ranges. In addition FDRCOPY will copy or move the VVR information found in the VVDS. An ICF
VSAM cluster can be selected by individual name or as part of a data set group, or will be included
when the ALLDSN operand is used to copy or move all of the data sets on a volume. If the output
cluster does not exist on disk before the copy or move, then FDRCOPY will allocate space for it by
invoking SVC 26 to do a DEFINE.

When FDRCOPY does a DEFINE for VSAM, some of the information that exists only in the catalog
will be copied from the input cluster, including candidate volumes, expiration date, owner ID, and

passwords and other VSAM security fields. The creation date will be copied on a MOVE operation;
on a COPY operation the creation date of the output cluster will be the run date. If the input cluster
is protected by a discrete RACF profile, then the output cluster will also be protected by a discrete
RACF profile, which will be created by using the profile of the input cluster as a MODEL, unless the
input profile does not actually exist, which will cause the output cluster to be created with no discrete
profile. Path names for alternate indexes will not be copied or moved; the user must reestablish path
names by IDCAMS DEFINE PATH after the copy or move.

For VSAM, all data sets must be cataloged; the NOCAT, RECAT, and CATIFALLOC operands are
ignored.

FDRCOPY copies track by track; the cluster is not reorganized.

See Section 52.11, VSAM Special Considerations, for further details.

CONTINUED. . . .
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ICF VSAM — A MOVE operation for a VSAM cluster can use either the same name or a new name. On a MOVE
MOVE  tg the original name, FDRCOPY will temporarily DEFINE the output cluster with an inserted index
level of “.Txxxx", where xxxx is a timestamp consisting of four hexadecimal digits. “. Txxxx” will be
inserted as the next-to-last index level of the temporary name for the output cluster and for each of
its components. If the original name is longer than 38 characters, characters will be removed from
the original name as necessary, preceding the point of insertion. If these temporary names would
violate your installation naming standards, please contact INNOVATION for assistance.

At the end of a MOVE, if no errors have been encountered, FDRCOPY will DELETE the input
cluster. If the MOVE was to the original name, FDRCOPY will then ALTER the names of the output
cluster and its components back to the original names.

If errors are encountered during a MOVE, before the input cluster is deleted, FDRCOPY will attempt
to DELETE the output cluster; if it is successful, no action is required and the input cluster is
unchanged. If it fails, then both the input cluster and the output cluster will remain on disk and you
will need to manually clean up:

— If the MOVE was to the original name, then the output cluster will have the temporary name. If
the move is re-attempted, a new output cluster will be created with a different timestamp in its
temporary name. After the earlier output cluster is no longer needed for investigation of the error,
you should DELETE it with IDCAMS.

— If the MOVE was to a new name, then the output cluster will have the new name. If the MOVE is
re-attempted, FDRCOPY will find and reuse the earlier output cluster.

— If errors are encountered during a MOVE, while the input cluster is being deleted, then the input
cluster may or may not still be on disk, as indicated by the error codes, and the output cluster will
be on disk. If the MOVE was to the original name, then the output cluster will have the temporary
name. You can use IDCAMS DELETE and ALTER to clean up this condition.

If errors are encountered during a MOVE to the original name, while the output cluster is being
renamed, then the input cluster will be gone, and the output cluster will remain on disk; some parts
of the output cluster may have been renamed to the original name. You can use IDCAMS ALTER
to clean up this condition.

A MOVE of a multi-volume ICF VSAM cluster is not supported. A MOVE of a KSDS with keyranges
can only be done to a new name.

ICF VSAM — A COPY operation for a VSAM cluster must always specify either a new name for the output cluster
COPY  and all its components, or a different catalog (ICFCAT=). The reason is that all ICF VSAM files are
cataloged as soon as they are created, and there cannot be two catalog entries for the same cluster

name in the same catalog.

A COPY of a multi-volume ICF VSAM cluster is supported in most cases. See Section 52.11 for
Multi-Volume VSAM Considerations.

ICF VSAM —  When the user wishes to copy or move an ICF VSAM data set to a new name, the NEWINDEX or

NEW NAMES  NEWGROUP operand should usually be used rather than the NEWNAME operand. NEWNAME
specifies a new name for the cluster but causes FDRCOPY to allow the VSAM to generate names
for the components; with NEWINDEX or NEWGROUP, the specified changes are applied to all
component names as well as to the cluster name.

BCS FDRCOPY cannot copy or move an ICF VSAM catalog (BCS), because an ICF VSAM catalog
cannot be copied or moved to a new name, even temporarily.

CONTINUED . . .
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FDRCOPY cannot copy or move a VVDS (VSAM Volume Data Set, SYS1.VVDS.Vserial) as an
entity. Instead, FDRCOPY updates the VVDS on the output volume to reflect the attributes of the
clusters that have been copied or moved.

Most FDRCOPY jobs will run in a region of 2000K. If a very large number of data sets or VSAM
clusters are to be processed, more storage may be required. Some logical copy operations may
also require additional memory. FDRCOPY memory requirements are fixed for a given function; if
too large a region is provided FDRCOPY will not make use of the excess memory, but it will fail if
too small a region is given. So, we recommend that you specify as large a region as possible
(REGION=0M will allocate the largest possible region).

On XA/ESA systems, some FDRCOPY functions use memory above the 16mb line. The normal
default region of 32M above the line is usually adequate, but if your default is smaller or more is
required, specify a larger value (e.g., REGION=64M allocates 64MB above the line and the largest
possible region below).

The first FDRCOPY statement must be a COPY, MOVE, REORG, or SIMREORG statement,
specifying TYPE=DSF plus other optional operands, to indicate the function to be performed.
Following that must be one or more SELECT statements (plus optional EXCLUDE statement) to
indicate the data sets to be processed.

FDRCOPY, as the default, will accept up to 250 control statements in a single execution. A keyword
(MAXCARDS-=) is provided to increase this limit. You may need to specify MAXCARDS= if
CATDSN-= is used to select data sets from the catalog, since CATDSN creates a simulated
SELECT statement entry for each data set.

An unlimited number of data sets may be selected by a given execution of FDRCOPY by DSN=filter
or CATDSN=filter or ALLDSN (also see Memory Requirements, above).

FDRCOPY will copy, move or reorganize from all input disk volumes specified by DISKx DD
statements. In addition, any online disk volumes specified by VOL= operands on SELECT
statements (or selected from the catalog by CATDSN=) that are not represented by a DISKx DD
statement will be dynamically allocated and processed, so DISKx DD statements are not required
by FDRCOPY. Input volumes will be processed one at a time. Volumes on DISKx DDs will be
processed first, in the order they appear, and dynamically allocated disk volumes will be processed
in ascending device address order.

The output volume for each dataset will be determined by rules detailed in Section 21.03; if
necessary, output volumes will by dynamically allocated by FDRCOPY. Datasets selected from one
input volume may be output to multiple disks concurrently. Output volumes are not used for PDS
reorganization.

If any data sets requested by control statements do not exist on the input volumes, FDRCOPY will
continue to copy or move the remainder of the data sets. Error messages will be printed for the data
sets that were missing. A U0888 ABEND will be issued at the end of the jobstep, unless the operand
SELTERR=NO is specified.

CONTINUED. . . .
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DIAGNOSTIC FDRCOPY reports any discrepancies it detects in the VTOC or on the disk itself. Errors detected in

PROCESSING 3 VTOC may prevent a COPY or MOVE by data set. FDRCOPY depends on the disk VTOC to
establish the characteristics of the data set(s); for this reason FDRCOPY attempts to determine the
integrity of the VTOC before it begins processing.

If any data sets encounter physical or logical errors during the operation, FDRCOPY will continue
to process the remainder of the data sets. Error messages will be printed for the data sets in error,
and a U0888 ABEND will be issued at the end of the jobstep. For a COPY or MOVE, the output
dataset will be scratched if possible and the input dataset will remain undisturbed. Errors during a
REORG may leave the dataset in an unusable state.

If the maximum number of physical I/O errors is exceeded for a given input volume, then the current
FDRCOPY operation on that volume will terminate immediately. FDRCOPY will continue with the
next input volume, if any. Any datasets in progress on the aborted input volume may not be
completed (even if they had no errors); output datasets will not be scratched, no cataloging will be
done. The maximum number of errors defaults to 20; the MAXERR= operand can be used to set a
different maximum.

Warning messages are always provided by FDRCOPY during any ABSOLUTE TRACK COPY in
which data is written within the VTOC or volume label track of the receiving disk pack.

FDRCOPY always indicates successful completion with an FDR999 message and a list of the data
sets it processed.

ALTERNATE FDRCOPY can copy or move datasets to a new device type.

DEVICE
SUPPORT A copy/move to different models of the same device type is a “like” device operation, treated the

same as a copy/move to the original device and model, as long as the output volume has sufficient
space to hold the datasets being output. For example, a data set can be copied or moved from any
3380 to any 3380 single, double (3380-E) or triple (3380-K) density disk, or any 3390 in 3380
compatibility mode; any 3390 native mode data set can go to a single (3390-1) or double (3390-2)
or triple (3390-3) density disk.

FDRCOPY can also copy/move datasets from one device type to a totally different type of disk (an
“unlike” device) using a logical copy. For example, datasets can be copied from a 3380 (any model)
to a 3390 (any model). Datasets can be copied from one input disk to both like and unlike devices
concurrently. The logical copy occurs automatically when FDRCOPY detects the different device
type or when reblocking is requested.

Logical copy/move supports most data set organizations (DSORGS) including PS (physical
sequential), PO (partitioned), DA (direct), KSDS (ICF VSAM keyed), ESDS (ICF VSAM sequential),
RRDS (ICF VSAM relative record), and LDS (ICF VSAM linear). When allocating datasets on an
unlike device, FDRCOPY will allocate an amount of space roughly equivalent to the size of the input
dataset in bytes. Pre-allocated datasets must be allocated with this same space.

Details on how physical and logical copy handle each type of dataset are in Section 52.15. More
detail on copy to different device types is in Section 52.14.

CACHE FDRCORPY, if executed on a disk device which is connected to a caching control unit such as the
SUPPORT 3990 model 3, will automatically avoid loading any new tracks into the cache for either the input
volume or the output volume. Tracks currently in the caching buffer belonging to other data sets will
not be disturbed. Tracks in the buffer that belong to the data sets being copied or moved will be
read from cache for the input volume and written to both cache and DASD for the output volume.

CONTINUED . . .
REVISED JULY, 1992 _242 _



FDRCOPY TECHNICAL DESCRIPTION 21.01

21.01 CONTINUED. ..

OUTPUT While processing the datasets selected from a given input disk volume, FDRCOPY can copy/move
VOLUME  them to one or more disk volumes concurrently. The target disk volume will be selected for each
SELECTION  jataset by the following rules:

* |f the NVOL= operand was specified on the SELECT statement which selected this dataset, that

volume or volumes will be used. If NVOL= specified more than one volume serial, the first of
those volumes will be selected; allocation may be attempted on up to 64 of those volumes in turn
until it is successful. If the NVOL list includes more than one type of disk device, those with the
same type as the input dataset (“like” devices) will be tried first. Any volumes in the NVOL list
which are not online will be ignored.

* |f the input volume being processed was specified by a DISKx DD statement in the FDRCOPY
JCL, and there is a matching TAPEx DD pointing to a a disk volume, then the disk to which it
points will be selected for output.

If the output dataset name (the original name, or the newname if the NEWNAME-=,
NEWGROUP=, or NEWINDEX= operand was specified on the SELECT statement which
selected the dataset) is cataloged, then the volume to which it is cataloged will be chosen. If the
dataset is cataloged as being on multiple volume serials, then the volser will be selected from
that list based on the volume sequence number in the F1 DSCB (field DS1VOLSQ) of the input
dataset.

If none of the above apply, then the dataset will be copied or moved to the input volume.
However, any attempt to copy or move a dataset back on top of itself will be rejected.

If SMS (System Managed Storage) is active on this system, and the dataset does not already exist
on the volume selected by the rules above, SMS is invoked to decide if the dataset should be SMS-
managed. If so, SMS will select an output volume. SMS rules are detailed in the following text.

NO DUPLI-  Unlike the full-volume COPY command of program FDR, the FDRCOPY program does not have

CATE TAPE  the option to create a duplicate backup copy on tape. No backup will be created by a REORG
OPTION function.

DATA SET For every data set that is to be processed, FDRCOPY will test whether the data set is in use, unless
ENQUEUE  the operand DSNENQ=NONE is specified. A data set is considered to be in use if any job in the
OPTION system, other than this FDRCOPY, has a DD statement or dynamic allocation referencing the data
set, with any disposition (OLD, MOD, SHR, or NEW). If a data set is found to be in use, an error
message will be issued. Any data set that is found to be in use will not be processed, unless the
operand ENQERR=PROCESS is specified. If any data set was found to be in use, a U0888 ABEND
will be issued at the end of the jobstep, unless the operand ENQERR=NO is specified.

You should not specify DSNENQ=NONE or ENQERR=PROCESS unless you are certain that the
data sets involved are not actively in use. For example, when processing a duplicate SYSRES
volume the data sets may appear to be in use because the system is using data sets by the same
name on another volume.

ENQERR=PROCESS and ENQERR=NO are not mutually exclusive; either or both of these
operands may be specified. For any data that is not found to be in use, FDRCOPY will lock up
(ENQ) the data set during the execution of the copy or move, unless the operand DSNENQ=TEST
(or DSNENQ=NONE) is specified. Output datasets allocated by FDRCOPY will not be enqueued.

CONTINUED . . .
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CONTINUED . ..

On a system with IBM’s SMS (System Managed Storage) active, FDRCOPY supports copying and
moving SMS-managed datasets, and conversion of non-SMS datasets to SMS management and
back again.

When processing input datasets which are SMS-managed, FDRCOPY will extract SMS information
from the VVDS and VTOC for both VSAM and non-VSAM datasets. This includes SMS class
information (storage, management, and data classes), and SMS indicators.

When output datasets must be allocated on a SMS system, SMS will be invoked for every such
dataset, to decide if the dataset should be managed by SMS, or allocated as non-SMS. The SMS
storage class and management class ACS (Automatic Class Selection) routines will be invoked;
they will be passed input class names:

* if the user specified STORCLAS=, NULLSTORCLAS, MGMTCLAS=, or NULLMGMTCLAS,
those overriding values will be used.

if the storage class or management class (or both) were not overridden by the user, the class
associated with the input dataset will be used (if the input dataset was not SMS-managed, a null
class will be passed).

The ACS routines may accept those classes, or override them with different values or even null
values.

If SMS assigns a storage class to a dataset, it will be SMS-managed; SMS will be invoked again to
allocate the dataset on a volume chosen by SMS. If no storage class is assigned, FDRCOPY will
allocate the dataset on a non-SMS volume (a target non-SMS volume must be indicated by a
TAPEx DD statement or a NVOL= operand on the SELECT statement). Even if datasets are
allocated by SMS on a number of different volumes, FDRCOPY will output those datasets in one
pass of the input volume.

So, FDRCOPY can be used to convert datasets to SMS management, simply by updating the SMS
ACS routines to assign storage classes to the output datasets, or by specifying a storage class via
the STORCLAS= operand on the SELECT statement. Datasets can be converted back to non-SMS
if the ACS routines assign no storage class or if the NULLSTORCLAS operand is specified.
FDRCOPY can also be used to move SMS-managed datasets to new volumes if the SMS storage
groups are redefined.

Storage administrators, with proper authority, can override or bypass many of the SMS functions,
to directly specify SMS classes, or to specify the volume serial on which SMS datasets are to be
placed, by use of the BYPASSACS and BYPASSSMS operands on the COPY/MOVE statement.

More detail on SMS support is in Section 52.50.
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FDRCOPY JOB CONTROL REQUIREMENTS

To execute FDRCOPY, the following JCL statements are required:

The JOB Statement is user-specified and depends on installation standards.

If required, specifies the load library in which FDRCOPY resides. The library must be APF
authorized.

Specifies the program name (FDRCOPY), region, and PARM field. A region of 2M is adequate for
most FDRCOPY functions (see “Memory Requirements” in Section 21.01). If a PARM is specified,
FDRCOPY will use data specified as the first control statement, which must be a valid COPY,
MOVE, REORG, or SIMREORG statement; if the PARM data contains a slash (/), the data after the
slash will be used as the second control statement (usually a SELECT). If FDRCOPY is invoked
from a user program, Register 1 must follow IBM’s convention for the PARM field.

Specifies an output message data set. Must be present. Usually a SYSOUT data set. SYSPRINT
will receive messages from the restore (output) side of the copy/move/reorg, and will also receive
messages from the dump (input) side if SYSPRINx DD statements are not provided.

Specifies an output message data set. If input disks have been specified by optional DISKx DD
statements, you may optionally provide a SYSPRINXx for each DISKx DD in the step. Usually a
SYSOUT data set. SYSPRINx will receive messages from the dump (input) side of FDRCOPY, but
these messages will go to SYSPRINT if SYSPRINX is omitted (in this case, some non-essential
dump messages will be omitted).

Specifies the ABEND dump data set. Usually a SYSOUT data set. A SYSUDUMP DD statement
should always be included to assist in error diagnosis.

Optionally specifies the unit, volume serial and disposition of an input disk volume (or a volume
containing PDSs to be reorganized).
Example:

//DI1SK1 DD UNIT=SYSDA,VOL=SER=DISKO1,DISP=0LD

x may specify any valid alphanumeric character (0-9, A-Z). If DUMMY is specified this DD statement
will be ignored. Only one disk volume serial can be specified on a DISKx DD.

FDRCOPY will process all disk volumes specified by DISKx statements in the FDRCOPY step;
however, any disk volumes identified by VOL= operands on SELECT statements, or selected from
the catalog by CATDSN= will be automatically dynamically allocated by FDRCOPY if there is no
DISKx DD statement for them, so DISKx DDs are not required.

Optionally specifies the unit, volume serial and disposition of an output disk volume.
Example:

//TAPE1 DD UNIT=SYSDA,VOL=SER=DISKO2,DISP=0LD

x may specify any valid alphanumeric character (0-9, A-Z) and must match a DISKx DD statement
in the FDRCOPY step. TAPEXx will be ignored if there is no DISKx DD statement, or if it specifies
DUMMY. Only one disk volume serial can be specified on a TAPEx DD.

Although TAPEx DDs are optional, if present they specify a default target output volume for
datasets moved or copied from the disk volume specified by DISKx. That default may be overridden
by the NVOL= operand on the SELECT statement which selected the dataset.

If SMS (System Managed Storage) is active on this system, and the dataset does not already exist
on the volume selected by NVOL= or the TAPEx DD statement, SMS is invoked to decide if the
dataset should be SMS-managed. If so, SMS will select an output volume. SMS rules are detailed
in Section 52.50.

Specifies a data set containing the control statements for FDRCOPY. Usually a DD * data set.
Required for FDRCOPY.
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21.04 FDRCOPY COPY/MOVE COMMAND

COPY TYPE=DSF
MOVE ,BLKF=nn
,BUFNO=nn | MAX
,BYPASSACS
,BYPASSSMS
,CATIFALLOC
,DATA=ALL | USED
,DSNENQ=NONE | TEST | USE | HAVE
,ENQ=ON | OFF | RESERVE
LENQERR=NO
,ENQERR=BYPASS | PROCESS
JCFCAT=0ORIGINAL | STEPCAT |] ALIAS
,ICFCORE=nnnnnn
,LBPZERO=VALID | INVALID
,MAXCARDS=nnnnn
,MAXERR=nnnn
,NOCAT,RECAT
,PRESTAGE
,RLSE,%FREE= nn
,SELTERR=NO | YES
,SMSGDG=DEFERRED | ACTIVE | ROLLEDOFF | INPUT
COPY The COPY command specifies that FDRCOPY is to perform a copy operation, creating a duplicate
COMMAND  of the selected input datasets. The original datasets will not be modified in any way. However, if the

RECAT option is specified and the output dataset is not being given a newname, the catalog will be
updated to point to the dataset on the output volume serial.

MOVE The MOVE command specifies that FDRCOPY is to perform a move operation, moving the
COMMAND  selected input datasets to a new disk volume. For each successfully moved dataset, the input
dataset will be scratched and uncataloged, and the catalog will be updated to point to the output
dataset; this is true even if the dataset was copied to a newname.

CONTINUED . . .
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OPERANDS TYPE=DSF
BLKF=

BUFNO=

BYPASSACS

BYPASSSMS

REVISED JULY, 1992

FDRCOPY COPY/MOVE COMMAND 21.04

Required. Specifies that this is a dataset operation.

Specifies that FDRCOPY is to reblock PS (fixed and variable formats) and PO
data sets. Except when the copy/move is of a PS dataset to a smaller disk the
blocking factor must result in a larger blocksize, otherwise it will be ignored.
On partitioned data sets, FDRCOPY will set the blocksize to a higher value,
but will not actually reblock the members.

BLKF= specifies a value of 1 to 10. 1 is full track blocking (max 32760), 2 half
track, to 10 for a tenth of a track blocking. On fixed files FDRCOPY will round
down to a multiple of the LRECL.

Default is that FDRCOPY will not reblock datasets. The operation will fail if the
input dataset has blocks larger than the track size of the output disk.

Specifies the FDRCOPY performance option.

MAX — is the default and specifies that FDRCOPY is to acquire enough
buffers to retain a cylinder of data in storage at a time. It can be overridden but
the alternate performance option is much slower and is not recommended.

On a system with SMS (System Managed Storage) active, specifies that the
SMS ACS (Automatic Class Selection) routines are not to be invoked for
datasets which must be allocated by FDRCOPY. If a dataset has a SMS
storage class assigned (see STORCLAS= in Section 21.05) it will be SMS-
managed, and SMS will be invoked to allocate the dataset on a SMS-chosen
volume, but SMS will not be allowed to override the storage class or
management class assigned to the dataset.

Default is that on an SMS system, the SMS ACS routines will be invoked for
every dataset which has to be allocated. The assigned storage and
management classes will be passed to those routines, which can approve or
override them. A dataset will be passed to SMS for allocation if the storage
class ACS routine assigns a storage class to the dataset.

On a system with SMS (System Managed Storage) active, specifies that
FDRCOPY is to directly allocate datasets on SMS-managed volumes,
bypassing normal SMS storage group and volume selection. The output
volume (selected by the rules in Section 21.01) must be a SMS-managed disk
volume, and the datasets being copied/moved must have a SMS storage class
assigned (see BYPASSACS above and STORCLAS= in Section 21.05).
FDRCOPY will allocate and catalog the datasets according to SMS standards.

Normal SMS facilities do not allow allocation of datasets on specific volume
serials, but BYPASSSMS will do so, allowing datasets to be located for
performance or other reasons. Note that if BYPASSACS is also specified, the
assigned SMS classes will not be validity- or authority-checked.

Default is that on an SMS system, for datasets which are SMS-managed and
must be allocated, the SMS storage group ACS routine will be invoked to
select a storage group and SMS will select a SMS-managed volume and
allocate and catalog the datasets.

BYPASSACS and BYPASSSMS are primarily for use by storage
administration personnel, since they bypass normal SMS allocation controls
and rules. In order to use BYPASSACS or BYPASSSMS, the user of
FDRCOPY must be authorized to the RACF profile

STGADMIN.ADR.COPY.BYPASSACS
in class FACILITY, or the equivalent in other security systems.

CONTINUED . . .
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CATIFALLOC

DATA=

DSNENQ=

FDRCOPY COPY/MOVE COMMAND 21.04

Specifies that non-VSAM output datasets will be cataloged by FDRCOPY
even if they were preallocated (not allocated by FDRCOPY) whenever
FDRCOPY would have cataloged them if it allocated them (see the NOCAT
and RECAT operands and Cataloging non-VSAM Output Data Sets in Section
21.01.

Default is that FDRCOPY will catalog the output datasets only when it
allocates them.

USED — specifies that FDRCOPY is to read only the used portion of input PS
or PO type data sets. On most volumes this will make the copy run faster, but
at the risk of not copying all of the data if data sets have invalid last block
pointers. If the data set has a last block pointer of all zeros which usually
means it was never used, FDRCOPY will copy the entire data set unless
LBPZERO=VALID is specified.

ALL — specifies that FDRCOPY is to read the entire allocation of input
datasets. DATA=ALL should not be specified with RLSE or %FREE-=.

Default is USED.

Specifies that FDRCOPY is to enqueue on the names of the input and output
data sets. It will issue an exclusive enqueue with a major name of SYSDSN
and a minor name of the data set name. This is the enqueue used by the job
scheduler. If the enqueue fails, FDRCOPY will issue a warning message for
the dataset and a U0888 ABEND will be issued at the end of FDRCOPY
execution to call attention to the active dataset. If the enqueue fails on an input
dataset, the dataset will not be copied/moved unless ENQERR=PROCESS
was specified. If the enqueue fails on an output dataset, the dataset will not be
copied/moved; output datasets will not be enqueued if they must be allocated
by FDRCOPY.

TEST — The datasets will only be tested to see they are active at the time the
copy/move starts. The datasets will not be enqueued.

USE — The datasets will be enqueued for the duration of the copy/move. If not
available, a warning message is issued and the dataset will not be enqueued.

HAVE — The datasets will be enqueued for the duration of the copy/move. If
not available, FDRCOPY will issue a message (FDRW27) to the operator. The
operator can respond WAIT, NOWAIT or RETRY to the message. If WAIT is
specified, FDRCOPY will wait for the data set to become available. The job
could time out. If NOWAIT is specified, FDRCOPY will print a warning
message for the dataset and will not issue the enqueue. If RETRY is specified,
FDRCOPY will attempt the enqueue again.

NONE — No dataset enqueue will be issued.
Default is USE.

NOTE: If the data set is specified in a DD statement in the FDRCOPY job with
DISP=SHR, DSNENQ-= (other than NONE) will change the shared enqueue
for the data set to EXCLUSIVE (DISP=0LD). The operator should respond
WAIT to the message issued by DSNENQ=HAVE if this enqueue cannot be
changed from SHARE to EXCLUSIVE.

CAUTION: This option should not be used on shared DASD unless a cross-
system enqueue facility is available and the SYSDSN QNAME is broadcast

across systems. Without this capability, FDRCOPY can only determine which
datasets are active on the system it is running on.

CONTINUED . . .
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ENQ=

ENQERR=

ENQERR=

ICFCAT=
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FDRCOPY COPY/MOVE COMMAND 21.04

ON — specifies that FDRCOPY s to perform an enqueue on the VTOC of the
input volume during the copy/move operation. This enqueue will lock out users
from allocating new data sets or scratching old data sets from the system on
which FDRCOPY is running.

RESERVE — specifies that FDRCOPY will issue a RESERVE on the VTOC
of the input volume. This command will lock out a shared DASD system from
accessing the pack. It includes the effect of ENQ=0ON on the system on which
FDRCOPY is running.

OFF — specifies that FDRCOPY will not enqueue the VTOC.
Default is OFF — no VTOC enqueue.

WARNING: Do not specify ENQ=ON/RESERVE if there is a possibility
that output data sets may be allocated on the input volume.
VTOC ENQs are not normally required for FDRCOPY.

NO — specifies that FDRCOPY will not set a condition code or ABEND at the
end of execution if the DSNENQ= option is used (or DSNENQ=USE is
defaulted) and a data set is found to be active.

Default is that FDRCOPY will issue the condition code or ABEND.

BYPASS — specifies that FDRCOPY will not copy or move a dataset if the
DSNENQ-= option is specified (or DSNENQ=USE is defaulted) and an input
dataset is found to be active.

PROCESS — specifies that FDRCOPY will copy or move an input dataset
even though it was found to be active by the DSNENQ= option. In this case,
the message issued by FDRCOPY for the active dataset is strictly a warning.

Default is BYPASS.

NOTE: Both ENQERR=NO and ENQERR=BYPASS/PROCESS may be
specified on the same COPY/MOVE command.

ICF VSAM files only. Specifies the source of the catalog name to be used by
FDRCOPY if an output ICF VSAM cluster is to be allocated.

ORIGINAL — on a MOVE to the same name, specifies that FDRCOPY is to
use the catalog in which the input cluster is cataloged.

On a COPY to the same name, ICFCAT=0ORIGINAL is not valid; a COPY
operation requires either a new name or a different catalog.

On a copy or move to a new name, ICFCAT=ORIGINAL is ignored, and
ICFCAT=ALIAS normally is used. If it is desired to catalog the output cluster
into the same catalog as the input cluster, the user must specify
ICFCAT=STEPCAT, and must supply a STEPCAT DD statement pointing to
that catalog.

STEPCAT — specifies that FDRCOPY is to use the STEPCAT as the catalog.
If a STEPCAT DD statement is not supplied, FDRCOPY will use the master
catalog or the catalog which is aliased for this data set in the master catalog.

ALIAS — specifies that FDRCOPY is to determine the catalog from the alias
name in the master catalog. If no alias is found, and the cluster is being copied
or moved to the same name, FDRCOPY will use the input cluster’s catalog. If
no alias is found, and the cluster is being copied or moved to a new name,
FDRCOPY will use the STEPCAT (if present in the JCL) or the master catalog.
Multi-level alias is supported.

Default: ORIGINAL, except that if the cluster is being copied or moved to a
newname (NEWGROUP or NEWINDEX specified) the default is ALIAS. If the
output cluster is SMS-managed, ALIAS is forced.

CONTINUED . . .
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ICFCORE=

LBPZERO=

MAXCARDS=

MAXERR=

NOCAT
RECAT

FDRCOPY COPY/MOVE COMMAND 21.04

Specifies that FDRCOPY is to increase the size of the table used to store the
ICF VSAM cluster and component names. It needs to save all of the
component names and their associated clusters which currently exist on the
input volume. nnnnnnn is specified in bytes and must be large enough to
contain all the VSAM names.

NOTE: Specifying ICFCORE= will increase the FDRCOPY memory
requirement by the value specified. The default value imposes no additional
memory requirement.

Default is 49152 bytes, which normally holds about 600 ICF VSAM
components. If the input disk is a 3390, the default is 53248, which will hold
about 650 components.

VALID — specifies that FDRCOPY is to consider PS data sets which are
empty (last block pointer of zero) as containing one used track.

INVALID — specifies that FDRCOPY will consider PS data sets which are
empty as fully used.

WARNING: Care should be taken using VALID since certain data sets may
have the last block pointer as all zeroes and not be empty. EX: SYS1.DUMP
data sets.

Default is INVALID or the option set in the FDR option table (See Section 91
or 92).

Enables FDRCOPY to accept additional SELECT/EXCLUDE commands.
Default is a maximum of 250 commands.

Specifies the number of input or output disk errors that are to be bypassed by
FDRCOPY prior to ABENDing the operation. MAXERR may specify a value
from 1 to 9999 errors. Errors on the input and output disks are counted
separately, but MAXERR= specifies the maximum for each counter. See
DIAGNOSTIC PROCESSING in Section 21.01 for the effect of errors and
MAXERR= on FDRCOPY processing.

Default is 20 errors.

NOCAT specifies that FDRCOPY will not catalog any non-VSAM output
datasets. This option is ignored for ICF VSAM clusters and SMS-managed
datasets since these must always be cataloged.

RECAT specifies that FDRCOPY should catalog non-VSAM output datasets
even if they are currently cataloged to another volume.

Default: For a COPY operation, FDRCOPY will catalog output non-VSAM
datasets unless they are currently cataloged (even if to the input volume).

For a MOVE operation, FDRCOPY will catalog output non-VSAM datasets
unless they are currently cataloged to a volume other than the input volume.

NOTE: NOCAT and RECAT are mutually exclusive. FDRCOPY will normally
only attempt to catalog output datasets which it allocates (not pre-allocated)
unless the CATIFALLOC operand is specified.

CONTINUED. . . .
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PRESTAGE

RLSE
%FREE=

SELTERR=

SMSGDG=
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FDRCOPY COPY/MOVE COMMAND 21.04

Specifies that FDRCOPY is not to copy or move datasets if the output datasets
already exist on the output volumes. This may be used to avoid copying or
moving datasets which have already been copied/moved.

Default is that FDRCOPY will copy to pre-allocated datasets, overlaying the
existing contents of those datasets. If the output datasets do not exist, they will
be allocated.

RLSE — specifies that FDRCOPY is to release all of the unused space in the
output datasets for the selected PS and PO datasets.

%FREE=nn — specifies a percentage (nn%) of the PS and PO datasets to be
left free after the copy/move. The datasets will not be expanded in size from
the original allocation of the input dataset. nn may range from zero (0) which
will free all of the free space (same as RLSE) to 99 which will attempt to leave
the datasets with 99% free space.

Space will be released only from datasets allocated by FDRCOPY.
DATA=ALL is incompatible with RLSE and %FREE=.

Default is that FDRCOPY will not release space from output datasets.

NO — specifies that FDRCOPY is not to issue a U0888 ABEND if a SELECT
statement is not referenced.

YES — specifies that FDRCOPY will issue a U0888 abend at the end of the
COPY/MOVE if any SELECT/EXCLUDE statement did not apply to any
dataset on any disk.

Default is YES unless overridden in the FDR/ABR global option table (See
Section 91 or 92).

Specifies the status of SMS-managed GDG (Generation Data Group)
datasets, if allocated by FDRCOPY.

DEFERRED, ACTIVE, or ROLLEDOFF will set the GDG to that status.

INPUT will set the GDG to the SMS status of the input GDG generation. If the
input GDG is non-SMS, it will be set ACTIVE if that generation is cataloged,
otherwise DEFERRED.

Default is DEFERRED, except for MOVE to the same name (ho NEWNAME,
NEWGROUP, or NEWINDEX parameter) when the default is INPUT.
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21.05 SELECT/EXCLUDE COMMAND FOR COPY/MOVE

SELECT DSN=filter | CATDSN=filter | DD=ddname JALLDSN
S JFROM(CYL=cccc, TRK=tttt), TO(CYL=cccc, TRK=tttt)
EXCLUDE BLKF=nn

X ,CATALOG=catname | ,MCATALOG=catname
,CATLIMITGDG=n
,DATA=ALL
,DATACLAS=dataclass |, NULLDATACLAS
,DSNENQ=NONE
,DSORG=(xX,XX,..)
,MGMTCLAS=managementclass |, NULLMGMTCLAS

,NEWNAME=newname, [ NEWGROUP=newgroup, | NEWINDEX=newindex
|. NEWDD=newddname

,NOCAT,RECAT
,NVOL=(vvvvvv,vvwwwyv,...)

,PRESTAGE

,PRTALIAS

,RLSE |, %FREE=nn
,STORCLAS=storageclass,NULLSTORCLAS
,TAPEDD=x],VOL=vvvvvv

,TRK=nnnnn|],CYL=nnnnn

CONTINUED . . .
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21.05 CONTINUED. ..

SELECT/ The SELECT command selects the datasets which will be copied or moved. FDRCOPY will scan
EXCLUDE  the VTOC of each input volume for datasets which match the parameters on a SELECT statements.
COMMAND o iasets may be selected by fully-qualified dataset name or by using generic dataset name
for COPY and ) .
MOVE Selection (DSN=), or by copying a dataset name from a DD statement (DD=). All datasets on an
input volume may be selected (ALLDSN). Data sets may also be selected from the system catalogs

by fully-qualified name or using a generic filter (CATDSN=).

It is also possible to copy specified tracks or ranges of tracks or cylinders to the identical locations
on the output volume (FROM-TO). This operation will be a copy regardless of the COPY or MOVE
command, since these tracks will not be associated with any particular dataset, and no data on the
input disk volume will be disturbed. However, no check is made to see if the equivalent tracks on

the output disk volume belong to any particular dataset, so this function should be used with care.

The EXCLUDE command prevents certain datasets from being copied or moved. The datasets to
be excluded may be specified by fully-qualified name or by using generic dataset name selection
(DSN=) or copied from a DD statement (DD=). The EXCLUDE command may be used to exclude
particular datasets that would be selected by a more-encompassing SELECT statement. The
EXCLUDE command with the FROM/TO operands may be used to exclude particular tracks from
the copy or move of a data set. Since SELECT/EXCLUDE commands are scanned in the order
they are input, EXCLUDE commands should usually precede SELECT commands.

SELECT and EXCLUDE commands will apply to all input disk volumes unless TAPEDD= or VOL=
parameters are specified.

COPYING ICF FDRCOPY supports copying ICF VSAM clusters by cluster name using the DSN=, CATDSN= or
VSAM FILES  ALLDSN operands. All components of a cluster on a given input volume will be copied. This
includes alternate indexes and key range components. The component names will be reported by
FDRCOPY followed by the base cluster name. All of the associated VVR information from the
VVDS will be copied to the VVDS of the output disk. See “ICF VSAM Support” and the following
topics in Section 21.01 for other considerations for copying or moving VSAM.

OPERANDS DSN= Specifies a fully-qualified dataset name or a filter to be used for generic
dataset selection, as described in Section 52.16. This name or filter will be
used when scanning the VTOCSs of selected input volumes.

EXAMPLES: DSN=USER1.JCL.CNTL
DSN=**LI1ST
DSN=PROD++ _**_LIB*

DSN= does not have any special support for selecting GDGs, you can use
CATDSN-= to select relative generation number for a GDG.

NOTE: The DSG= operand documented in previous versions of FDRCOPY is
still accepted, but the DSN= operand with a generic dataset name filter is the
preferred way of selecting groups of datasets.

CONTINUED . . .
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CATDSN=

DD=

ALLDSN

FROM/TO

REVISED JULY, 1992

Specifies a fully-qualified dataset name or a filter to be used for generic
dataset selection from system catalogs, as described in Section 52.16.

If a fully-qualified name is specified, that name will be located in the system
catalogs, and the volume serial(s) from the catalog become an implied VOL=
parameter (if there are no DISKx DD statements pointing to those volumes,
FDRCOPY will dynamically allocate and process them as input volumes).
Specification of a relative generation number for GDG datasets is supported
(e.g., CATDSN=A.B(—1)).

If a filter is specified, then catalogs will be scanned for all cataloged datasets
matching the filter, and they will be processed as if a SELECT
CATDSN=dsname was present for each of them. It may be necessary to
specify MAXCARDS=nnnnn if a large number of datasets are selected by the
filter.

Additional considerations for CATDSN=filter are explained in Section
52.16.

CATDSN-= is supported only on SELECT statements.

If the VOL= operand is also specified on a SELECT statement with CATDSN=,
then only datasets cataloged to those volumes will be selected.

EXAMPLES : CATDSN=USER1.JCL .CNTL
CATDSN=**MASTER(0)
CATDSN=PROD++.** _LIB*

Normally CATDSN= will not display the datasets it selects from the catalogs,
you will see the names only when FDRCOPY actually finds and selects the
datasets in the VTOCs of the volumes they are cataloged to. To display all of
the datasets selected specify PCATDSN=filter.

WARNING: depending on the filter specified, CATDSN= may need to search
many catalogs.

Specifies that a data set name is to be taken from a DD statement. This
operand must point to the DDNAME of a JCL statement. Using this option
enables the user to specify a non-standard data set name or a generation data
set name.

EXAMPLE: SELECT DD=DD1
//DbD1 DD DSN=A_.B.C(0O) ,DISP=SHR

Specifies that FDRCOPY is to process all the data sets on the volumes
specified. DSN=** is equivalent to ALLDSN.

Specifies an absolute track copy of the tracks identified. The values are
specified in decimal, relative to zero. The alternate tracks of a volume cannot
be copied. For example, valid specification on a 3380-E are CYL=0 TRK=0
through CYL=1769 TRK=14. The FROM address must not be higher than the
TO address. If the FROM track is not specified, zero is assumed. If the TO
track is not specified, the last track of the cylinder is assumed. Absolute track
commands can be mixed with SELECT commands for data sets. The FROM
and TO operands must appear on the same control record, and cannot be
continued. FROM/TO can be used on an EXCLUDE command to exclude
particular tracks from the copy or move of a data set.

NOTE: DSN=, CATDSN=, DD=, ALLDSN and FROM/TO are mutually
exclusive. One and only one of these operands must be specified on each
SELECT or EXCLUDE card.

CONTINUED . . .
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BLKF=

CATALOG=
MCATALOG=

CATLIMITGDG=

DATA=

DATACLAS=
NULLDATACLAS

DSNENQ=

DSORG=

REVISED JULY, 1992

Specifies that FDRCOPY is to reblock PS (fixed and variable formats) and PO
datasets. Except when copying/moving a PS dataset to a smaller disk the
blocking factor must result in a larger blocksize, otherwise it will be ignored.
On partitioned data sets, FDRCOPY will set the blocksize to a higher value,
but will not actually reblock the members.

BLKF= specifies a value of 1 to 10. 1 is full track blocking (max 32760 on 3380
and 3390), 2 half track, to 10 for a tenth of a track blocking. On fixed files
FDRCOPY will round down to a multiple of the LRECL.

Default is that FDRCOPY will not reblock datasets unless BLKF= was
specified on the COPY/MOVE statement. The operation will fail if the input
dataset has blocks larger than the track size of the output disk.

Specifies the name of a user catalog (CATALOG=) or alternate master catalog
(MCATALOG=) to search when CATDSN-= is specified. See Section 52.16 for
details.

Default is that the catalog search will start with the active master catalog. User
catalogs will be searched if their assigned aliases match the CATDSN=filter.

May be used with CATDSN=filter to limit the selection of GDGs from the
catalogs. It will not affect the selection of cataloged non-GDG datasets, but if
the filter selects a GDG then:

n will cause only the most recently created “n” generations to be selected.
—n will cause only generation (—n) to be selected.

Default is that all the generations of selected GDGs will be selected (unless a
relative generation number is specified at the end of the filter, e.g.,
CATDSN=filter(—2)).

ALL — specifies that FDRCOPY will copy/move the entire allocated space of
the selected datasets. Normally it will only process up to the last block pointer
(end-of-file) on input PS or PO data sets. Should be used if the last block
pointer is invalid. DATA=ALL should not be used with RLSE or %FREE=.

On a system with SMS active, specifies the SMS data class to be associated
with the output dataset, overriding the data class of the input dataset (if any).

NULLDATACLAS changes the data class to null (not specified).

Default is that the original data class of the input dataset (if any) will be
associated with the output dataset if it is allocated as SMS-managed.

NONE — specifies that FDRCOPY is to bypass the data set enqueue for the
selected datasets. May be used to override the DSNENQ= option on the
COPY/MOVE command.

Specifies that this SELECT/EXCLUDE command is to apply only to datasets
whose dataset organization matches one of the DSORGs specified. If more
than one DSORG is specified, they must be enclosed in parentheses.

Valid DSORGsSs are:

DA — BDAM PS — SEQUENTIAL
IS — ISAM PO — PARTITIONED
AM — ALL VSAM EF — ICF VSAM

UN — UNDEFINED (NONE) UM — UNMOVABLE

CONTINUED. . . .
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MGMTCLAS= On a system with SMS active, specifies the SMS management class to be

NULLMGMTCLAS presented to the SMS management class ACS routine for the output dataset,
overriding the management class of the input dataset (if any). The ACS routine
may accept or override this class.

NULLMGMTCLAS changes the management class to null (not specified).

Default is that the management class of the input dataset (if any) will be
passed to the ACS routine for the output dataset if it is allocated as SMS-

managed.
NEWNAME= Specifies that FDRCOPY is to copy or move a data set to a new name.
NEWN= NEWNAME should only by used with DSN= or DD=, and should not be used

for ICF VSAM clusters if they must be allocated. If the newname ends in a
GDG relative generation number, e.g., NEWNAME=gdgname(-1), a LOCATE
will be done to get the proper absolute generation number.

NEWGROUP= Specifies that the data sets selected are to be copied or moved using a new

NEWG= group name. The number of characters specified will replace left to right the
data set name. Care should be taken when periods are used that index levels
are not incorrectly changed. FDRCOPY will validate the output dataset for OS
standard naming conventions.

EXAMPLE: SELECT DSN=ABC** , NEWG=XYZ
Any data sets copied/moved will be renamed starting with characters XYZ.

NEWINDEX= Specifies that the data set is to be copied or moved with one or more index
levels
NEWI= being added or replaced in the original name. FDRCOPY will use each index

level specified in NEWI in place of the original index level. If a period is
specified without any characters preceding, FDRCOPY will copy one original
index level. If + is specified, FDRCOPY will insert the characters following a
plus as a new index level. If ++ is specified, FDRCOPY will add the characters
following the plus-plus to the end of the original name. If — is specified,
FDRCOPY will drop an index level and its preceding period from the original
name. FDRCOPY will validate the output dataset for OS standard naming
conventions.

EXAMPLE: SELECT DSN=A_.B.C,NEWI=XYZ_.++END
will result in the newname ‘XYZ.B.C.END’

SELECT CATDSN=PAY _.MASTER** ,NEWI=_TESTMAST
will result in the newname ‘PAY. TESTMAST .XXXXX'.
SELECT DSN=A_B.C_.D,NEWI=_.--X

will drop the middle two index levels and replace the last, resulting in newname
‘AX

If the NEWINDEX value ends in a GDG relative generation number, e.g.,
NEWI=..NEWMAST(-2), that relative number will be added to the end of the
newname, and a LOCATE done to get the proper absolute generation
number.

CONTINUED . . .
REVISED JULY, 1992 _256_



SELECT/EXCLUDE COMMAND FOR COPY/MOVE 21.05

21.05 CONTINUED. ..

NEWDD=

NOCAT

RECAT

NVOL=

PRESTAGE

PRTALIAS

REVISED JULY, 1992

Specifies the name of a DD statement from which FDRCOPY will obtain the
NEWNAME for the copy/move.

NOTE: NEWN=, NEWG=, NEWI=, and NEWDD= are mutually exclusive. If
none of them are specified, the dataset will be copied or moved under its
original name. One of these parameters is required when copying ICF VSAM
clusters since clusters cannot be copied under their original name; however a
new name is not required when moving ICF VSAM clusters (See ICF VSAM in
Section 21.01).

NOCAT specifies that FDRCOPY will not catalog any non-VSAM output
datasets

selected by this SELECT command. This option is ignored for ICF VSAM,
since VSAM clusters must always be cataloged.

RECAT specifies that FDRCOPY should catalog non-VSAM output datasets
even if they are currently cataloged to another volume.

Default: Cataloging will be controlled by the NOCAT or RECAT operands on
the COPY/MOVE command or their defaults.

NOTE: NOCAT and RECAT are mutually exclusive.

Specifies the volume serial(s) for output disk volumes to which datasets
selected by this statement are to be copied/moved. A single volume serial may
be specified as NVOL=volser or multiple volume serials may be specified:

1) A list of volume serials may be given, enclosed in parentheses,
e.g., N\VOL=(TS0001,TS0O002,TSO003)

2) A volume group may be specified by placing an asterisk at the end of
the volser prefix, e.g., NVOL=TSO*

3) The two may be combined, e.g., NVOL=(TSO* PROD* ABC001)
4) All online disk volumes may be selected by NVOL=*

Volume serials which are not online will be ignored. FDRCOPY will attempt to
allocate the output datasets on the first volume specified. If an allocation fails,
it will be retried on the next volume in the list (in ascending device address
order) until it succeeds (or until it fails on 64 volumes). If the list contains
several disk device types, “like” volumes (same type as the input disk) will be
tried first, then unlike devices).

Specifying multiple volsers or a group allows FDRCOPY to copy or move
datasets in one pass even when no one volume has available space to contain
them all.

Default is that the output volume will be selected by rules defined in Section
21.01.

On a system with SMS active, NVOL= may be ignored if the dataset does not
exist on the volume specified and the dataset is SMS-managed (see
STORCLAS= next page).

Specifies that FDRCOPY is not to copy or move datasets selected by this
SELECT command if the output datasets already exist on the output volumes.
This may be used to avoid copying or moving datasets which have already
been copied/moved.

When used on a SELECT statement with CATDSN= will display all of the alias
names and user catalogs that were searched.

CONTINUED. . . .
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RLSE

%FREE=

STORCLAS=

NULLSTORCLAS

TAPEDD=

TRK=
CYL=

VOL=

REVISED JULY, 1992

RLSE specifies that FDRCOPY s to release all of the unused space in the
output
datasets for the selected PS and PO datasets.

%FREE=nn — specifies a percentage (nn%) of the PS and PO datasets to be
left free after the copy/move. The datasets will not be expanded in size from
the original allocation of the input dataset. nn may range from zero (0) which
will free all of the free space (same as RLSE) to 99 which will attempt to leave
the datasets with 99% free space.

Space will be released only from datasets allocated by FDRCOPY.

Default is the RLSE or %FREE operands specified on the COPY/MOVE
command; if not specified there, no space will be released from output
datasets.

On a system with SMS active, specifies the SMS storage class to be
presented

to the SMS storage class ACS routine for the output dataset, overriding the
storage class of the input dataset (if any). The ACS routine may accept or
override this class.

NULLSTORCLAS changes the storage class to null (not specified).

Default is that the storage class of the input dataset (if any) will be passed to
the ACS routine for the output dataset.

If the storage class ACS routine assigns a storage class to this dataset, the
dataset will be allocated as SMS-managed.

x — specifies the same character as specified in a DISKx DD statement. If this
operand is specified, then this SELECT/EXCLUDE will only apply to datasets
on the input disk volume specified by the DISKx DD statement.
TAPEDD=might be used when multiple DISKx DD statements point to the
same input volume but the datasets are to be output to different output
volumes as specified by TAPEx DD statements or NVOL= operands.

If FDRCOPY is to allocate the data set, specifies the number of cylinders or
tracks to be used for the space allocation. On PS or PO files when DATA=ALL
is not specified, this value must be at least equal to the used portion of the data
set. On all other types of files, and when DATA=ALL is specified, this value
must be equal to or greater than the original size of the file. For ICF VSAM
clusters, modifies the size of the base data component only.

Default is that FDRCOPY will use the original size of the data set.

Specifies the input disk volume serial(s) to which this SELECT/EXCLUDE
command is to apply. It may specify a single serial (e.g., VOL=ABC123 or a
group of volumes all starting with the same prefix (e.g., VOL=ABC¥). If there
are online disk volumes matching the VOL= value that are not pointed to by
DISKx DD statements in the FDRCOPY step, FDRCOPY will automatically
dynamically allocate them and process them as input volumes.

NOTE: The VOLG= operand documented in previous versions of FDRCOPY
is still accepted, but the VOL=xxxx* is the preferred way of selecting groups of
volumes.

Default: If neither TAPEDD= or VOL= are specified, the SELECT/EXCLUDE
command will apply to all input volumes.

NOTE: TAPEDD= and VOL= are mutually exclusive. One and only one of
these operands may be specified.
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FDRCOPY DATASET COPY EXAMPLES

The COPY operation will create a duplicate of the original datasets without modifying the originals
in any way. The output datasets may have the same name as the originals, or may be modified to
have new names (using NEWNAME=, NEWGROUP=, or NEWINDEX=). If copying under the
original names, the catalog may be updated to point to the new copy (RECAT parameter). By
default, datasets will not be copied if they are currently in use (allocated to another task).

COPY non-VSAM datasets from one input volume (3380J1) to a new volume, giving them new
names, and cataloging the new names. This might be used to create test copies of existing
datasets. In this example, TEST.FILE1 will be copied as TEST.FILE2 and all datasets beginning
with PAYROLL will be copied with a new second level index of TEST inserted; only PAYROLL files
which are sequential or partitioned will be copied. The input volume (3380J1) is specified by a
DISK1 DD statement, but could also have been specified by a VOL=3380J1 operand on the
SELECT statements.

//COPYFILS EXEC PGM=FDRCOPY ,REGION=2000K

//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=*

//DI1SK1 DD UNIT=DISK,VOL=SER=3380J1,DISP=0LD

//SYSIN DD *
COPY TYPE=DSF
SELECT DSN=TEST.FILE1,NEWNAME=TEST.FILE2,NVOL=3380J2
SELECT DSN=PAYROLL**,NEWI=_+TEST ,DSORG=(PS,P0) ,NVOL=3380J2

COPY ICF VSAM datasets to a new volume, giving them new names. In this example, all cataloged
clusters whose cluster name begins with ABC will be copied and will have the first index level of the
cluster and all components changed to XYZABC. Any clusters which are multi-volume will be
properly copied. MAXCARDS=1000 was specified in case more than 250 clusters are selected.

//COPYVSAM EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//SYSIN DD *
COPY TYPE=DSF , MAXCARDS=1000
SELECT CATDSN=ABC.** _ NEWI=XYZABC,

DSORG=EF ,NVOL=(3380J3,3380J4)

NOTE: Since ICF VSAM clusters must be cataloged when created, the same cluster or component
name cannot be cataloged on two different volumes at the same time, so ICF VSAM files
must be copied using a newname (the NEWINDEX= or NEWGROUP= parameter).
However, ICF VSAM clusters may be moved under their original name (FDRCOPY uses a
temporary cluster name for the output, then scratches the original and renames the output
when the move is successfully completed). See ICF VSAM in Section 21.01 for details.
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FDRCOPY DATASET MOVE EXAMPLES

The MOVE operation will move datasets from one disk volume to another. The output datasets may
have the same name as the originals, or may be modified to have new names (using NEWNAME=,
NEWGROUP=, or NEWINDEX=). In either case, if the move is successful, the original dataset will
be scratched and the catalog will be updated to point to the new dataset. By default, datasets will
not be moved if they are currently in use (allocated to another task).

MOVE non-VSAM datasets to a new volume under their original names, and scratch the original
datasets. They will be recataloged to the output volume only if they were cataloged to the input
volume. All ISPF datasets (“ISPF” anywhere in their names) on the input volume will be moved
except PROFILE datasets (last index level of “PROFILE”). The recatalog and scratch will be done
only if the copy was successful. The EXCLUDE statement will automatically exclude all VSAM files.
The input and output volumes are specified by DISK1 and TAPE1 DD statements, but could also
have been specified by VOL= and NVOL= operands on the SELECT statement.

//MOVEFILS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=DISK,VOL=SER=3380K1,DISP=0LD
//TAPE1 DD UNIT=DISK,VOL=SER=3380K2 ,DISP=0LD
//SYSIN DD *

MOVE TYPE=DSF

EXCLUDE ALLDSN,DSORG=AM

EXCLUDE DSN=**_PROFILE

SELECT  DSN=**ISPF**

MOVE cataloged data sets to a new volume. The CATDSN= operand will cause the volume(s) the
data sets are cataloged on to be processed as input volume(s). One specific data set, plus all DB2
data sets, will be moved (the mask on the second SELECT will select only DB2 clusters). All
selected data sets will be moved to volume 3390T1.

//MOVEFILE EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//SYSIN DD *
MOVE TYPE=DSF
SELECT CATDSN=MY _.DATASET ,NVOL=3390T1
SELECT CATDSN=*_DSNDBC.*_*_10001.A* ,NVOL=3390T1

Combine 3 3380 single density volumes (selected by VOL=3380J*) onto a 3380-K (triple density),
by moving all of the datasets (including all non-VSAM and all single-volume ICF VSAM clusters). If
the datasets were cataloged to the input volume the catalog will be updated to point to the dataset’s
new volume. If the input volumes contain indexed VTOCs, VVDSs, or ABR models they will
automatically be excluded (message FDR159 REASON=3 may be produced and can be ignored;
no ABEND or error code will result). The 3 input volumes will be processed one at a time to avoid
head movement on the output volume. Since the input volumes may contain a large number of
datasets or ICF VSAM clusters which may increase FDRCOPY'’s storage requirements, the region
requested is increased from the usual 2000K to 4096K.

//COMBINEK EXEC PGM=FDRCOPY ,REGION=4096K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//SYSIN DD *
MOVE TYPE=DSF
SELECT  ALLDSN,VOL=3380J*,NVOL=3380K1

CONTINUED . . .
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SPLIT ONE MOVE all datasets from a 3390-3 (triple density) to several 3390-2 (double density) volumes
VOLUME INTO  (including all non-VSAM and all single-volume ICF VSAM clusters). If the datasets were cataloged

VS(E\L/SIEQ/I'EE to the input volume the catalog will be updated to point to the dataset’s new volumes. If the input
volume contains an indexed VTOC, VVDS, or ABR model they will automatically be excluded
(message FDR159 REASON=3 may be produced and can be ignored; no ABEND or error code will
result). “NVOL=3390D*" will select all online disks whose volser starts with “3390D” for output; the
disk with the lowest device address will be used until datasets can no longer be allocated on it, then
the next such volume will be used.

//SPLITVOL EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=*
//SYSIN DD *
MOVE TYPE=DSF
SELECT  ALLDSN,VOL=3390T1,NVOL=3390D*

REVISED JULY, 1992 _261—



21.08

CONVERT
DATASETS
TO SMS

COPY SMS-
MANAGED
DATASETS

OVERRIDE
SMS CLASSES

REVISED JULY, 1992

FDRCOPY SMS EXAMPLES 21.08

FDRCOPY SMS EXAMPLES

The following are examples of using FDRCOPY to copy and move datasets on a system which has
SMS (System Managed Storage) active. They illustrate techniques for converting datasets to and
from SMS management. Output datasets will be SMS-managed if the SMS storage class ACS
routine assigns a storage class to the dataset or if it accepts the storage class passed to it by
FDRCOPY. ACS routines are coded by each installation, so the decision on whether a dataset is
to be SMS-managed is a local one, and is usually out of the control of FDRCOPY (and the end-
user).

When using FDRCOPY to create output datasets which are SMS-managed, you need not specify
an output volume. If the output dataset is SMS-managed, SMS will assign an output volume.
However, if any output dataset is not assigned a storage class, it will not be copied/moved unless
a non-SMS target volume is specified by a TAPEx DD or by the NVOL= operand.

MOVE a set of datasets from 3 non-SMS volumes, converting them to SMS management. The SMS
ACS routines must be coded to assign these datasets a storage class; SMS will select an output
volume for each and allocate the datasets. The original datasets will be scratched, and the output
datasets will be cataloged on the SMS volumes.

//CONVSMS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD SYSOUT=>*
//SYSIN DD *
MOVE TYPE=DSF
SELECT DSN=PROD**,VOL=PRODO1
SELECT DSN=PROD**,VOL=PRODO2
SELECT DSN=PROD**,VOL=PRODO3

COPY a set of SMS-managed datasets, creating SMS-managed copies. The original storage and
management classes of the input datasets will be passed to the SMS ACS routines, which may
accept or override them. Datasets with a first-level index beginning with “APPL” will be copied. The
NEWI= parameter is used to insert “TEST” as a new second-level index in all the output dataset
names.

//COPYSMS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//SYSIN DD *
COPY TYPE=DSF
SELECT  CATDSN=APPL*_**_ NEWI=_+TEST

MOVE a set of datasets (which may be SMS-managed or non-SMS), making them SMS-managed
and requesting that certain SMS classes be assigned to the output datasets. The storage and
management classes specified will be passed to the SMS ACS routines, which may accept or
override them. The input datasets will be scratched and the output datasets will be cataloged on the
output SMS volumes.

//MOVESMS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//DI1SK1 DD UNIT=DISK,VOL=SER=ABC123,DISP=0LD
//SYSIN DD *
MOVE TYPE=DSF
SELECT DSN=APPL2**,STORCLAS=APPL ,MGMTCLAS=WKBACKUP

CONTINUED. . ..
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MOVE all datasets off of an SMS-managed volume, requesting that they be converted to non-SMS.
The SMS ACS routines will be invoked, but the storage class routine will be passed a null storage
class; if it accepts the null class, FDRCOPY will allocate the output datasets as non-SMS on the
volumes specified by NVOL=.

//MOVENSMS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=*
//SYSUDUMP DD SYSOUT=*
//SYSIN DD *
MOVE TYPE=DSF,RECAT
SELECT  ALLDSN,NULLSTORCLAS,VOL=SMS123,NVOL=(XYZ234,XYZ345)

An authorized user (such as a storage administrator) may need to bypass the SMS ACS routines,
to force a dataset to be SMS-managed or non-SMS-managed, and to specify the SMS classes to
be used. In this example, TEST.DATASET1 will be assigned the specified SMS classes; SMS will
be invoked to select a storage group and assign a volume. TEST.DATASET2 will be assigned a
null storage group, so it will be moved to the non-SMS volume specified by TAPEL. See the
description of BYPASSACS in Section 21.04 for authorization requirements.

//BYPASS EXEC PGM=FDRCOPY ,REGION=2000K
//SYSPRINT DD SYSOUT=>*
//SYSUDUMP DD YSOUT=*
//DI1SK1 DD UNIT=DISK,VOL=SER=SMS123,DISP=0LD
//TAPE1 DD UNIT=DISK,VOL=SER=XYZ234 ,DISP=0LD
//SYSIN DD *
MOVE TYPE=DSF ,RECAT ,BYPASSACS
SELECT DSN=TEST.DATASET1 ,MGMTCLAS=TESTDS,STORCLAS=TEST
SELECT DSN=TEST.DATASET2,NULLSTORC